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On the reduction of nonlinear
parameters in the eXtended Pom-Pom

differential constitutive model1

Radek Pivokonsky2, 4, Petr Filip2, Grigorii V.
Pyshnograi3

Abstract. An application of differential constitutive models enables a prediction of rheolog-
ical characteristics of polymer materials. Apart from two linear parameters (relaxation time and
modulus) common for all models, a number of adjustable (non-linear) parameters in the individual
constitutive models differ. At present for materials exhibiting strain hardening (sudden increase
of elongational viscosity) this number attains two or more. This causes that a total number of all
parameters per all modes is not moderate and any reduction may contribute to a non-negligible
simplification of applied numerical methods and unambiguity of the nonlinear parameters. The aim
of this contribution is to compare efficiency of the proposed modified eXtended Pom-Pom model
(one nonlinear parameter only per mode) with the eXtended Pom-Pom model (nominally three
parameters) and the modified Leonov model (two parameters). In spite of one nonlinear parameter
only, it is shown very good efficiency of the modified XPP model using three different low-density
polyethylene materials.

Key words. Modified XPP model, XPP model, modified Leonov model, shear flow, elonga-
tional flow.

1. Introduction

The basic approach in modelling rheological characteristics started in the 20s’ of
the last century and was based on empirical prediction of—usually—shear viscosity
in dependence on shear rate or shear stress (see, e.g., Macosko [1]). The proposed
models exhibit simple algebraic forms, moderate number of adjustable parameters
and relatively good efficiency for a description of the measured data. Formerly,
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there were oriented to viscous and viscoplastic materials only. Singularity appearing
in the empirical constitutive equations relating shear stress and shear rates was
consecutively eliminated in the 80s’ (Bercovier and Engelman [2], Lipscomb and
Denn [3], Papanastasiou [4]). Generally speaking, a number of adjustable parameters
did not exceed five. There were also discussed the differences between viscosity
related to shear rate or shear stress (Lomellini and Ferri [5]). The attention was
recently also paid to elastoviscoplastic materials (de Souza Mendes and Thompson
[6], Saramito [7]). Empirical modelling of nonmonotonous behaviour of viscosity
was analysed as well (David and Filip [8], David et al. [9], Galindo-Rosales et al. [10,
11]). There were also consecutively proposed phenomenological models containing
an equivalent number of adjustable parameters, however based on more physical
reasoning.

Applicability of empirical and/or phenomenological models fails if a prediction of
complex rheological behaviour (shear and elongational viscosities, first and second
normal stress differences) is necessary. In other words, if there is a demand for
simultaneous prediction of more rheological characteristics both in steady and in
transient regimes. In this case a usage of differential and/or integral constitutive
equations is inevitable.

One of the possibilities how to complete balance equations in the description
of polymer melt flow behaviour is represented by so called differential constitutive
equations that are usually derived from two distinct approaches known as the net-
work theory and the reptation theory (Larson [12], Doi and Edwards [13], Dealy
and Larson [14]). The individual equations differ in the terms they are composed of
and thus in preferring qualities the terms represent. Initially the proposed models
involved the upper-convected ∇τ and lower-convected ∆

τ derivatives defined as

∇
τ

=
∂τ
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∆
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where v is the velocity vector, τ is the stress tensor, t represents time and ∂/∂t is the
substantial time derivative. Later on the introduced Gordon-Schowalter derivative
with non-affine motion parameter ξ ∈ [0, 2]
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characterizes the non-affine motion through the slip relating the motion of the net-
work junctions to the motion of the continuum. This derivative overcomes rigidity
of some models in evaluating shear thinning.

The importance of the individual terms is also influenced (weighted) by the pres-
ence of parameters. These parameters can be divided into two groups: two linear
parameters (relaxation time λi and shear modulus Gi generated by Maxwell evalu-
ation and common for all differential constitutive models, and nonlinear parameters
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which number varies from one to four in dependence on the used model. The prob-
lem is that the total number of parameters (3–6) is possible to apply only to a group
of topologically close macromolecules. In practice, due to polydispersity of com-
mercial polymer material (varying from charge to charge) it is necessary to describe
simultaneously more groups each of them representing so called mode. Hence, more
modes related to different relaxation times and moduli causes substantial increase in
a number of parameters. This increase can cause a possibility of mutual influence of
the individual parameters between modes during numerical evaluation. Moreover,
numerical procedure is much more complex and time consuming. In Maxwell evalu-
ation, an effort to fit theoretical curves to the measured data significantly dominates
the physical nature of the whole problem. The resulting modes are characterized by
relaxation times and shear moduli mutually differing by many orders and thus less
compatible with the real situation. Consequently, n-tuples of the nonlinear param-
eters correspond to the individual partially incongruous modes subject rather than
to the numerical fitting. It is possible to simplify this process by the reduction of
a number of nonlinear adjustable parameters per mode. Such a reduction exhibits
two benefits: simplification of the whole numerical procedure and minimization of
possible ambiguity of the nonlinear parameters. On the other hand, it is necessary
to check whether this simplification does not reflect a worse prediction of rheological
characterization. Therefore, an acceptability of the simplified (exhibiting a reduced
number of nonlinear parameters) models should be proved across a sufficiently large
palette of distinct materials. The acceptability means an adequate prediction of the
rheological properties fully comparable with the existing multi-parameter constitu-
tive models.

This stimulates the aim of this contribution. For three different low-density
polyethylene materials (Lupolen 1840 - Zatloukal [15], Bralen RB0323 - Pivokon-
sky et al. [16] and LDPE1 - Stadler et al. [17]) there is compared an efficiency of
3-parameter (only one nonlinear parameter) modified eXtended Pom-Pom model
(Pivokonsky and Filip [18]) with the original eXtended Pom-Pom model (Verbeeten
et al. [19], where 4 independent parameters are considered) and the 4-parameter
modified Leonov model (Zatloukal [15]). It is necessary to remind that—in contrast
to the modified XPP model—the original one enables also prediction of the second
normal stress difference. The results indicate very good applicability of the modified
XPP model for which a number of the nonlinear parameters per mode is absolutely
minimized.

2. The original and modified XPP models, modified Leonov
model

Many differential constitutive equations (as for instance the Upper convective
model (UCM), Phan-Tien - Tanner model (PTT), Giesekus model, eXtended Pom-
Pommodel, Leonov model) suppose the following relation between extra stress tensor
τ and symmetrical conformation tensor c

τ = G (c− I) , (3)
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where G represents the elastic shear modulus and I denotes the unit tensor.
In general, the evolution equation of the models can be written in the form

dc

dt
−∇v · c− c · ∇vT − ξ

2
(γ̇ · c+ c · γ̇) +

1

λ
H (c) = 0 , (4)

where v is the velocity, γ̇ is the rate of deformation tensor (∇v + ∇vT), λ is the
relaxation time, and H (c) is the dissipative term depending on the conformation
tensor c. The parameter ξ is the non-affine motion parameter attaining the limiting
values 0 and 2, for which the conformation tensor represents contravariant (upper
convected derivative) and covariant (lower convected derivative) forms, respectively.
For many polymer systems the parameter ξ takes the zero value.

The following two reasons lead to a choice ξ = 0. First, to reduce a number of
nonlinear parameters, and second, non-zero value of the parameter ξ causes unphys-
ical oscillations in transient shear characteristics at high shear rates (see Figs. 8 and
9 in Pivokonsky et al. [16]). On the other hand, a non-zero value of ξ significantly
contributes to more pronounced shear thinning (see Fig. 3 in [16]). The specific
forms of the dissipative terms H (c) for all three models under consideration (the
XPP, modified XPP and modified Leonov differential constitutive models supposing
ξ = 0) are summarized in Table 1.

Table 1. The dissipative term H (c) for the XPP, modified XPP and modified Leonov differential
constitutive models (supposing ξ = 0)

Model Dissipative term H (c) Number of
parameters (in-
cluding linear
λ, G)

Nonlinear
parameters

XPP [19] α(c− I)2 + FXPPc− I 5 λs, q, α

modified XPP [18] FmXPPc− I 3 β

modified Leonov [15] b
2

(
c2 − trc−trc−1

3
c− I

)
4 ζ, v
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An influence of the reduction of parameters between the XPP and modified XPP
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models is presented in Figs. 1 and 2, where the selected one mode courses of the first
normal conformation tensor difference and the shear component of conformation
tensor are depicted in dependence on the Weissenberg number. This reduction is
also beneficial from the viewpoint of a numerical procedure. For the determination
of the Maxwell parameters, the least squares method is used. However, the nonlin-
ear parameters were optimized manually. In the case of the modified XPP model,
the way to find the optimum parameters is not complicated due to one nonlinear
parameter per relaxation time.

Fig. 1. Comparison of the original XPP and modified XPP models ability to
predict first normal difference of conformation tensor c calculated for uniaxial

extensional flow

3. Results and discussion

Determination of the parameters appearing in the individual models was based
on usage of the MATLAB software, specifically the ode15s variable order multistep
solver based on the numerical differentiation formulas was applied. This solver is
based on the backward differentiation formulas (also known as Gear’s method).

For all three LDPE materials, the Giesekus parameter α in the XPP model has
been taken as the ratio of 0.1/q, i.e., the nominal number of five parameters in the
XPP model was reduced by this choice to four only (more details on the reasons for
choosing this value for α are introduced in Verbeeten et al. [19]).

The data of three materials introduced below are taken as presented in the re-
spective references. Preference of any subregions (correlated e.g. with respect to
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long time and high rates tending to appearance of slip or edge fracture) is beyond
the scope of this contribution.

Fig. 2. Comparison of the original XPP and modified XPP models ability to
predict shear component of conformation tensor c calculated for shear flow

3.1. LDPE material: Basell Lupolen 1840

The experimental data for LDPE Lupolen 1840 (Zatloukal [15]) was applied. The
nonlinear parameters of the modified (β) and original (r = λ/λs and q) XPP models
and the modified (ζ and ν) Leonov model have been estimated based on fitting the
steady uniaxial extensional viscosity. As mentioned above, the Giesekus parameter α
in the XPP model is set to 0.1/q. The estimated values of the models’ parameters are
summarized in Table 2. A non-systematic change of the nonlinear model parameters
for the XPP and modified XPP models (mode 6) and for the modified Leonov model
(mode 5) is caused by an abrupt change of curvature (dominating those for other two
materials) of uniaxial extensional viscosity for the respective values of extensional
rate. As can be seen from Fig. 3, all three models fit very well in both the steady
uniaxial extensional viscosity and the shear viscosity equivalently; however, spurious
oscillations are apparent as an accompanying attribute of the modified Leonov model.
The same is valid for a prediction of the first normal stress coefficient in steady state
(see Fig. 4).
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Table 2. Relaxation spectrum and estimated values of the parameters of the original XPP,
modified XPP and modified Leonov models for LDPE Basell Lupolen 1840 at 180 ◦C

Maxwell parameters modified
XPP

XPP modified Leonov

i λ (s) G (Pa) β (-) λ
λs

(-) q (-) α = 1
q

(-)
ζ (-) ν (-)

1 0.0018 108260 1.0 2.0 1 0.1 0 0.2

2 0.0073 28028.6 1.2 3.0 1 0.1 0 0.2

3 0.0295 23336.4 1.5 4.0 1 0.1 0 0.2

4 0.1196 11290.2 1.8 5.0 1 0.1 0.05 0.05

5 0.4841 5856.42 2.0 6.0 2 0.05 0.7 0.012

6 1.9592 2322.13 0.32 1.35 6 0.0167 0.2 0.01

7 7.9291 695.625 1.5 5.0 7 0.0143 0 0.01

8 32.091 128.05 4.0 5.0 7 0.0143 0 0.001

9 129.88 0.56853 7.0 6.0 8 0.0125 0 0.001

Fig. 3. Comparison between measured steady shear and uniaxial extensional
viscosity data and fits/predictions of the original XPP, modified XPP and

modified Leonov models for LDPE Lupolen 1840 at 180 ◦C
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Fig. 4. Comparison between measured steady first normal stress coefficient and
fits/predictions of the original XPP, modified XPP and modified Leonov models

for LDPE Lupolen 1840 at 180 ◦C

3.2. LDPE material: Bralen RB 0323

The experimental data for LDPE Bralen RB 0323 in Pivokonsky et al. [16] was
applied. The corresponding parameters of the models are introduced in Table 3. The
steady uniaxial extensional viscosity is fitted by all three models comparably (Fig. 5);
however, the modified Leonov model exhibits spurious oscillatory behaviour for lower
values of extensional rates. The modified XPP model exhibits stronger shear thin-
ning at lower strain rates compared to the original XPP model, although the steady
uniaxial extensional viscosity at that region is fitted equally (Figs. 5 and 6). The
best modelling is achieved by the modified Leonov model. The transient uniaxial
extensional and shear viscosities, and first normal stress coefficient are shown in
Figs. 7–9. The modified XPP model has generally a tendency to exhibit a slightly
higher overshoot in the transient shear viscosity in comparison to the XPP model,
while the modified Leonov model underpredicts both transient shear viscosity and
first normal stress coefficient.
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Table 3. Relaxation spectrum and estimated values of the parameters of the original XPP,
modified XPP and modified Leonov models for LDPE Bralen RB 0323 at 200 ◦C

Maxwell parameters modified
XPP

XPP modified Leonov

i λ (s) G (Pa) β (-) λ
λs

(-) q (-) α = 1
q

(-)
ζ (-) ν (-)

1 0.00134 121440 0.7 3.4 1 0.1 0 0.01

2 0.00520 35292.2 0.65 2.8 1 0.1 0 0.01

3 0.02015 33442.9 0.6 2.6 2 0.05 0 0.01

4 0.07804 19480.3 0.55 1.8 3 0.0333 0 0.01

5 0.30230 11923.4 0.43 1.8 5 0.02 0 0.01

6 1.1710 5763.63 0.4 1.3 7 0.0143 0.34 0.0009

7 4.5363 2574.63 0.265 1.3 8 0.0125 0.34 0.0009

8 17.572 800.865 0.255 1.2 9 0.0111 0.33 0.0009

9 68.070 213.412 0.255 1.1 9 0.0111 0.33 0.0009

10 263.68 34.6864 0.25 1.1 9 0.0111 0.325 0.0009

Fig. 5. Comparison between measured steady shear and uniaxial extensional
viscosity data and fits/predictions of the original XPP, modified XPP and

modified Leonov models for LDPE Bralen RB0323 at 200 ◦C
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Fig. 6. Comparison between measured steady first normal stress coefficient and
fits/predictions of the original XPP, modified XPP and modified Leonov models

for LDPE Bralen RB0323 at 200 ◦C

Fig. 7. Comparison between measured transient uniaxial extensional viscosity
data and fits/predictions of the original XPP, modified XPP and modified Leonov

models for LDPE Bralen RB0323 at 200 ◦C
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Fig. 8. Comparison between measured transient shear viscosity data and
fits/predictions of the original XPP, modified XPP and modified Leonov models

for LDPE Bralen RB0323 at 200 ◦C

Fig. 9. Comparison between measured transient first normal stress coefficient and
fits/predictions of the original XPP, modified XPP and modified Leonov models

for LDPE Bralen RB0323 at 200 ◦C
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3.3. LDPE material: LDPE 1

The last modelled LDPE material was measured in Stadler et al. [17], due to the
better figures resolution, the data was taken from Abbasi et al. [20]. The values of
the parameters of the individual models are summarized in Table 4.

Table 4. Relaxation spectrum and estimated values of the parameters of the original XPP,
modified XPP and modified Leonov models for LDPE 1 at 150 ◦C

Maxwell parameters modified
XPP

XPP modified Leonov

i λ (s) G (Pa) β (-) λ
λs

(-) q (-) α = 1
q

(-)
ζ (-) ν (-)

1 0.00001212 1650000 1.2 3.0 1 0.1 0.001 0.05

2 0.0000768 826000 1.2 2.0 1 0.1 0.001 0.05

3 0.0003911 165000 1.2 1.5 1 0.1 0.001 0.05

4 0.0612 72900 1.2 1.3 1 0.1 0.001 0.05

5 0.9988 21500 1.2 1.2 2 0.05 0.001 0.05

6 8.488 6150 1.2 1.1 2 0.05 0.001 0.4

7 31.73 3160 0.7 1.1 3 0.0333 0.1 1

8 492.7 1040 0.4 1.1 5 0.02 0.47 0.002

The measured uniaxial extensional viscosity at strain rate 0.001 s−1 is depicted
but not taken into the fitting procedure due to the unexpectedly high value (see
Fig. 10). This property is fitted well by all three models. The steady shear viscosity
is fitted better by the modified XPP model than by the original one. In both steady
shear viscosity fits the viscosity characteristics are a little bit curved at high shear
rates. The best fitting is exhibited -as in the case of the preceding material- by the
modified Leonov model. The transient uniaxial extensional viscosity is fitted by all
the models with the same quality (Fig. 11).

4. Conclusion

A reduction of nonlinear adjustable parameters in differential constitutive equa-
tions exhibits two benefits. First, mutual influence of the parameters is minimized
or (as in the case of only one nonlinear parameter) completely eliminated. Sec-
ond, the whole numerical procedure is substantially simplified which has a positive
impact on the application of the models in practice, i.e. in polymer processing. Si-
multaneously it was shown that a reduction of nonlinear parameters has not to be
accompanied with worse prediction of polymer melt flow behaviour. The presented
cases document that an application of the modified XPP model involving only one
nonlinear adjustable parameter provide a very good prediction within the tolerances
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Fig. 10. Comparison between measured steady shear and uniaxial extensional
viscosity data and fits/predictions of the original XPP, modified XPP and

modified Leonov models for LDPE 1 at 150 ◦C

Fig. 11. Comparison between measured transient uniaxial extensional viscosity
data and fits/predictions of the original XPP, modified XPP and modified Leonov

models for LDPE 1 at 150 ◦C
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given by the measurements of the rheological characteristics and among other things
substantially reduces complexity of data processing and computational time.
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Analysis and identification of ways to
improve efficiency of martensitic

engines of various schemes

Tamaz Morchadze1, 3, Nunu Rusadze1,
Aleksandre Shermazanashvili2

Abstract. The principle of operation of a martensitic converter is shown by the authors.
The analysis of perspective schemes and designs of working elements of the martensitic converter is
given, for optimization of their work with the purpose of obtaining the greatest power. In particular,
problems of expediency of application of various variants of working elements are considered: wire,
tape, spring. Combined chains with ring and plate spring elements are proposed. An approximate
calculation of the torque of a perspective rotational thermomechanical converter is given. There are
represented graphically the models of the specimens of martensitic engines tested in operation with
a working medium in the form of a spring made of nitinol wire, which have been developed at the
Raphiel Dvali Institute of Machines Mechanics. The models are represented as images, and various
versions of the perspective recurrent circuits of martensitic converters are described. The essence of
the martensitic conversion is described. At the end of this paper, there is proposed a spring-actuated
plate element which, when inserted into the working circuit, enables to substantially increase the
weight of a working medium, and thereby increase the amount of energy to be converted, i.e., the
power.

Key words. Martensite, austenite, nitinol, working body, shape memory effect.

1. Introduction

The development of natural energy resources is a significant additional source of
energy. Special attention in the country should be attached to the existing resources
of geothermal waters. Their reserves throughout the world are estimated at up to
10 times all the organic thermal resources taken together.

The total heat delivery capacity of geothermal heat resources in 58 countries of
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the world is 16.407 megawatts. The development of this resource would save 8.2
million tons of fuel equivalent. Among the countries with geothermal resources,
Georgia ranks the seventh.

The examination of the martensitic engines created to date, as heat sources for
which there can be applied geothermal waters, waste hot water from industrial enter-
prises and accumulated heat of solar energy, has shown that in order to implement
them, further works are needed to be done, both of a scientific nature and the
structural modification, for the purpose of optimizing the heat exchange processes.

As is known, there are many devices for converting thermal energy into mechan-
ical energy. Among them, martensitic energy converters are of great interest, the
principle of operation of which is based on the property of some materials exhibiting
the effect of shape memory.

2. The analysis of previous research

The expected energy deficit, caused by the depletion of the world’s resources of
fossil energy carriers, predetermines the need to use alternative sources of thermal
energy. For this purpose, active research is being conducted in various countries.
In order to create variable heat-energy converters, in which this energy is converted
into mechanical energy, different types of phase transfer, such as ferroelectric, su-
perconducting, magnetic, martensitic, etc. [1–3], can be used in solid bodies.

Currently, among the above-mentioned phase transitions, the martensitic phase
transition is considered to be the most promising, therefore, there is a lot of patents
for martensitic thermal engines converting the thermal energy of water into mechan-
ical energy. Only in America, there are more than one hundred patents. It should be
noted that the heat engine used in practice has not yet been created. Nevertheless,
the creation of martensitic engines remains a very attractive and promising trend
[4–11].

The most promising of martensitic engines is the one with a working body of
nitinol, which possess the effect of shape "memory".

Alloys with a capability for recoverable plastic deformation with subsequent re-
covery of the original (prior to deformation) geometry, are known as materials with
a "shape memory effect (SME)." They belong to a group of the so-called "smart"
functional materials.

A characteristic feature of these alloys is the property of undergoing a thermo-
plastic martensitic phase transition at a certain critical temperature. Indeed, it
is thanks to the martensitic transition that SME arises in them. Thermoplastic
martensitic transition is a diffusion-less structural transformation with an athermal
shift mechanism of the atomic planes.

Figure 1 illustrates the martensitic phase transformation scheme.
In the high-temperature phase, known as "austenite", the crystalline grid is more

symmetrical than in the low-temperature phase, known as "martensite". When
passing down by the temperature from the austenite phase to the martensitic phase,
the crystalline grid is deformed with the creation of the long plates, the so-called
"lamellae". The differently directed lamellae form pairs to minimize stresses in the
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Fig. 1. Martensitic phase transformation scheme

grid.
If we subject a specimen in the martensitic phase to plastic deformation, that is to

change its shape, then at a temperature below the transition it can stay in this state
as long as desired. However, when it is heated above the transition temperature,
when transiting into austenite, it completely recovers its original shape.

Among all materials with SME, the most widely used are alloys based on Ti-Ni,
the so-called nitinol. It is characterized by a high degree of the shape memory and
a very high ratio of work and volume (= force×deformation/volume). In addition,
unlike other known materials with SME, Ti-Ni has good mechanical properties,
plasticity and corrosion resistance [12].

3. Research methodology and results

Before proceeding to the direct calculation of the parameters of this transmission,
it is necessary to consider its conditional kinematic scheme, shown in Fig. 2.

Fig. 2. Martensitic convertor (conventional kinematic scheme)

Two pulleys are shown here: 1 and 2, interconnected by synchronizing or differ-
ential transmission S, and also by an additional transmission N, conditionally called
"belt transmision". If we heat and cool repeatedly the working medium N and as-
sume that the gear ratios of the synchronizing (S) and the "belt" (N) transmissions
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are equal to each other, or equal to 1.00, as shown in Fig. 2, the pulleys 1 and 2 can
freely rotate; however, no torque can occur here, because there are no forces that
set the system in motion. To create the forces of rotation of pulleys 1 and 2, it is
necessary that one of the gears be made of a material with shape memory effect,
and also that the ratios of the synchronizing and “belt” transmissions be considered
unequal. This can be done according to the scheme (Fig. 3), which is a nitinol engine
[11].

Fig. 3. Kinematic scheme of a martensitic converter

For convenience of further consideration, the ratio of the synchronizing trans-
mission remains equal to one (1.00), and in the "belt" transmission of the nitinol
engine, the ratio of the working pulleys is taken different from unity due to the
increased diameter of pulley 2. In this case, if the working body in the form of a
spring was previously given the occasion to "memorize" the compressed form, i.e.
"turn to the turn", then being stretched out and placed in a hot environment, it
shrinks, "remembering" its original form.

As an example, an arbitrary section of the working body is taken. If, during
the passage of the compression section, shown as a continuous line, l is the length
of the section, then its length in the stretched zone, marked by a dotted line, will
be lε, where ε is the specific deformation of the working body, which in the case
of heating can return to the "memorized" form; being the specific deformation the
ratio of an arbitrary length of the body segment in the stretched state to its length
in the compressed state.

In order for the system to be moving, the travel time t of the point X through
the hot region must be equal to its travel time through the cold zone. From this it
follows that if v1 is the velocity of the working body moving through the compression
zone, and v2 is its velocity through the tension zone, then

t =
l

v1
=
lε

v2
. (1)

Taking into account the foregoing, and also on the basis that e is a value greater
than one, it is concluded that the tension section should be longer than the com-
pression section, so that the mass of the working body (the number of coils of the
stretched spring) in one section is equal to the mass in the other section, as is the
case, for example, with equal relations of the "belt" and synchronizing transmissions
(see Fig. 2). This is a condition that ensures the rotation of the pulleys.

With unequal diameters of pulleys 1 and 2, it is possible to observe the condition
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that ensures their rotation if the working body can change the length and have the
shape memory effect, due to which the working body is compressed upon heating,
"remembering" its original form, and stretched upon cooling. In this case, forces
arise that cause the system to move if heat is applied and taken off at the respective
sectors. The correct determination of the gear ratio of the martensitic converter is
achieved by the selection of the working pulleys of the transmission. To determine
the optimal diameter of the driving pulley, it is necessary to know the difference in
the lengths of the working body in both tension and compression sections.

The diameter of the driving pulley 2 (Fig. 3) depends on how far the working
body can be stretched in a cold environment. As mentioned above, the strain of the
working body, from which it can still return to the original form, is ε; this means
that the permissible extension of the working body’s length l should not exceed the
value lε, from which the required diameter of the driving pulley is determined [13].

The "free rotation condition" necessary for the operation of the martensitic trans-
ducer, need not be strictly observed provided the working medium is a spring slung
over smooth pulleys, since there will be a slippage of the spring and the pulley, that
is, the loss of energy. And the working body of the martensitic converter will itself
regulate this process. If the working body is a chain, and instead of pulleys there
are sprockets of different diameters, and slippage will be discarded, then the number
of links of the working body in the martensitic and austenitic state should be equal,
that is, the rotation condition must be met, otherwise the engine will not work.

In order for the system to be moving with maximum efficiency, it is necessary
that the length of the austenite section l, and the length of the martensitic le satisfy
the following equations:

l =

√
a2 +

(D − d)2

4
+
πd

2
, (2)

le = lε =

√
a2 +

(D − d)2

4
+
πD

2
, (3)

where a is the distance between the centers of the pulleys, l is the length of working
body in hot condition and lε is the length of the working body in cold stretched
state, at which it preserves the shape memory effect without residual deformations.

Subtracting the second equation from the first and carrying out the corresponding
transformations, we obtain the following expression:

lε− l =
πD

2
− πd

2
(4)

and hence
D =

(2l)(ε− l)

π
+ d . (5)

However, given that the distance between the pulleys is usually much larger than
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their diameter, it can be assumed that

l = a+
πd

2
(6)

and hence
D =

(2a+ πd)(ε− l)

π
+ d . (7)

It is established that the greater the value of ε, the easier it is to construc-
tively create a martensitic converter. Basically, the working body uses a spring
element. However, the manufacture of a continuous wire and belt working element
is associated with technological difficulties, which involve joining ends. Soldering
and welding do not provide a reliable connection. The use of nitinol wire and tape
is limited to a strain of 1.5%–4% with a number of operating cycles of 105–106,
respectively. With an increase in deformation up to 6%, the number of cycles is
102 [8, 14], which is unacceptable. The connection of the spring working element
(WE) requires an additional link, which when switched to working pulleys, causes
noise and creates additional loads, adversely affecting the operation of the thermo-
mechanical converter. The spring working element makes it possible to bring the
spring deformation to 500–600%, but at the same time the traction force is reduced
by a factor of about 60, with a wire diameter of 0.8mm, the output power does not
exceed 2 to 3W, which makes it useful for demonstration and advertising [15–16].
In addition, breaks often occur in spring connections. We have manufactured and
tested a number of spring-type converters, the graphic models of which being shown
in Fig. 4.

Fig. 4. Spring-type martensite converters created in the Institute of Machine
Mechanics

To improve the characteristics of the rotary transducer, the power working el-
ement is represented by a combined chain (Fig 5), consisting of nitinol rings (1)
connected together by traction pins (2) and side plates (3). Under the effect of the
tensile force P , the ring deforms into an ellipse along the major axis:

tM = d− d1 + 2∆t , (8)

where tM is the chain link pitch after deformation in the martensitic phase,

d− d1 = t1 , (9)
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where t1 is the pitch of the connecting holes of the side plates, 2∆t is the increment
of the inner diameter d of the working ring and d1 is the diameter of the connecting
pin 2.

Fig. 5. Chain link with one working ring

When the working element is heated, the ellipse again assumes the shape of the
ring, while developing in the austenite the force PA, two to three times greater than
the deformation force PM in the martensite. This force is transmitted through the
traction pins (2) and rollers (4) to the chain sprockets, on the shaft of which a torque
is generated.

The annular form of nitinol allows a wide range of changes in the rigidity of the
working ring of thickness t and length L, which can significantly increase the pulling
capacity of the chain; the technology of its manufacture is quite affordable. In this
version, the working element is one nitinol ring in the link. With reference to this
chain, a model of the converter, shown in the photograph (Fig. 6), was created.

Fig. 6. Converter model with one working ring in the chain link

In order to increase the pulling capacity, a chain of four working rings was devel-
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oped in one link (Fig. 7), where the axes of the pulling pins pass through the holes of
the side plates (3) with some radial clearance. Within this gap, the ring can deform
into an ellipse.

For this chain it was supposed to use the model in the classical way (Fig. 8).
Intrinsic Devices, Inc. (USA) [4, 11] produces nitinol rings, used as clamps for

hoses and other products, recommends for rectangular cross-section thin-wall rings
with t < d/10, the following calculation formulas of total radial force F and pressure
P on the contact surface (Fig. 9):

P = 2t
σ

d
(MPa) , (10)

F = 2πtLσ (N) , (11)

where σ is the recoverable stress (200MPa) based on the temperature, material
properties and geometry of the ring [17, 18]. To calculate the parameters of the
working chain with a nitinol ring, we use the scheme (Fig. 10).

Fig. 7. Chain of four working rings in a link

The ring with the internal diameter d is stretched by the force P through the
pins (rollers) of the chain side plate d0, and, accordingly, the normal pitch in the
circle is

t = d− d0 , (12)

When the circle is deformed into an ellipse, the pitch is

t = d1 − d0 . (13)
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Fig. 8. Converter model with four operating rings in the chain link

Fig. 9. Rectangular cross-section thin-wall ring

Fig. 10. Scheme for calculating working circuit parameters

The pitch increment is
2∆t = t1 − t . (14)

The deformation corresponding to the pitch of the working ring is

εi =
2∆t

t
, (15)

ring diameter deformation is

εk =
d1 − d

d
=
t1 − t

t
=

2∆t

t
. (16)

Here, εi > εk in an amount of t/d, i. e.

εk = εi
t

d
= εi

d− d0
d

= εi

(
1 − d0

d

)
. (17)

where d0 and t are selected according to the standards for chain drives, and the
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inner diameter of the nitinol ring is determined from equation (12).
During the experiments and graph plotting, it was found that the task of cal-

culating the ring element of the working chain is rather complicated and statically
indeterminate. At the same time, experience shows that due to the hysteresis phe-
nomena in the tension of the annular element, the non-renewable deformation is
quite significant, which greatly reduces the range of working intervals, that is, mak-
ing ineffective the use of the ring as a working body.

From the above, it is expedient to use for this purpose a deformed ring shown in
Fig. 11.

Fig. 11. Deformed ring

Since the regions AB and CD are rectilinear, when using this ring as the working
body, bending deformations will be practically absent. It is known that nitinol in
the austenitic state can restore its memorized shape, when it deforms to 4%, and
there are forces that are two to three times higher than those that contributed to
the initial deformation, that is, their magnitude in the straight regions will be quite
significant. If instead of the circular ring shown within the chain in Figs. 2 and 3, the
ring shown in Fig. 9 is used and the chain is configured according to the kinematic
scheme of Fig. 3, it is possible to roughly calculate the forces and torque occurring
in the converter.

The following problems inherent in thermal energy converters are solved herein:
1. There is no need to manufacture a continuous wire or belt element.
2. Welding or soldering of nitinol is not required either.
However, unlike the bending deformations that are present when forces are ap-

plied to the ring, stresses σ under tensile deformations arising in the operating
element shown in Fig. 9, will reach 300–500MPa. In this case, the force arising in
the working element in the martensitic state is calculated by T1 = σS, where T1 is
the force and S is the cross-sectional area. If σ is 300MPa, and the cross-sectional
area is 10mm2, then T1 = 3×108 Pa×10−5 m2 = 3000N. Since T1 is the force arising
in the martensitic state, the force T2 arising in the austenitic state must be at least
2 times greater, hence, ∆T will be not less than 300N. Using the formula [2–3].

M1 = M2 = ∆T (R1 −R2) (18)

and assuming R1 = 0.2 m, one can calculate the torque that can occur in the
converter: M = 3000 × (0.2 − 0.184) = 48Nm.

It can be expected that the use of the chain shown in Fig. 2 or 3 under the kine-
matic scheme in Fig. 3 will make it possible to obtain a rotational thermomechanical
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converter with a combined operating chain of rather high power [8, 10].
However, the use of linear deformations to obtain significant capacities makes it

necessary to create greater stresses in the mechanical parts, which will lead to their
rapid wear. Therefore, a curved plate (Fig. 12) can be proposed as a working body.
Here, by varying the number of bends and the values of S, T , R and L, one can
achieve the optimum stiffness, heat transfer and the mass of the working body. This
will make it possible to obtain a converter of the required capacity.

By chaining all these elements (Fig. 13), one can obtain the working body neces-
sary to create a better energy converter.

Fig. 12. Plate spring element

Fig. 13. Part of the converter chain

4. Conclusion

The above analysis of prospective schemes and designs of operating elements of
the martensitic converter shows that to optimize their operation in order to obtain
the highest capacity, it is necessary to use a martensitic converter with plate spring
working elements.
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A novel development of wireless mesh
protocol data transmission framework
for internet-based energy conservation

V.Vijayasaro1, S. Nithyanandam2,
N. Parvatham3

Abstract. This paper describes the design of wireless mesh network for the development
of energy grid to overcome energy crisis problem. In past few decades, IoT and wireless sensor
networks provides promising solution for implementation of real time systems in both industries
and academics. To improve day today life quality, new era of technology IoT provides efficient way
of machine to machine communication with internet by using wireless protocols. The proposed
design has an advantage of low cost, high speed and good reliability for the implementation of
energy grid.

Key words. Wireless mesh network, energy grid, IoT, wireless protocol.

1. Introduction

The novel paradigm named IoT was introduced by Kevin Ashton in the year
1990. Electronic products like Sensor, chips are used everywhere because of minia-
turization and system of chip technology. Wireless sensors play a major role in IoT
Communication [1–3]. Over few years with advancement of embedded devices and
wireless sensors, the occurrence of IoT applications are productive, comfort, easy to
use, Cost effective. IoT has great potential to communicate with unlimited devices
over the internet. IoT intelligence is the technological revolution for future real-time
applications. Internet of things provides promising solution for integrating sensors
microcontroller wireless protocols to connect physical device to the internet. IoT
emerges as new platform for consumer electronics continue to achieve performance
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in terms of power and functionality and reduce cost of the system. IoT provides
communication for the humans with machine anywhere and anytime.

Wireless mesh networks network is the hybrid network topology for cooperate
point to multipoint communication. The performance of Wireless mesh networks
in remote monitor and control of IoT applications are excellent. Wireless mesh
network is a network used in communications and it consists of radio nodes that are
structured in mesh topology. Customers are various electronic devices, embedded
systems and several sensors that are used in communication process for interactive
with people in a network. The router act as a link among two or more networks
mainly for transmitting the data from one network to another. Another electronic
device called gateway which acts as a passage through which the network connects
to the internet [4].

In wireless mesh network while one node cannot function, the remaining nodes
can be still efficient, and it can be utilized to communicate with others either straight
or with the help of one or more intermediary nodes. The best quality of the wire-
less mesh network is simplicity and easiness to add new nodes without re-installing.
The application of Wireless mesh networks has been used in the arena of remote
monitoring and control system including environmental monitoring, the water me-
ter infrastructure, automatic street light monitoring system, real time indoor carbon
dioxide monitoring, data mining, Health care applications, Agriculture. The wire-
less module technology based physical layer such as Zigbee and radio frequency has
been used in the above-mentioned studies. The topology of wireless mesh networks
has a great benefit in terms of flexibility and reliability in comparison with other
network topologies. The robustness of the network can be significantly enriched by
using the self-organizing management approach that is present in the network nodes
which finally ensuing in a strong mesh networking technology [5]. In smart ad hoc
mesh networking technology, the node is used to observe the adjacent nodes initially
and it is used to measure the strength of the signal. After that it chooses the proper
neighbor for the synchronization of time and then based on it send the joining re-
quest. After that the neighboring node conveys the appeal to the gateway [6]. Later
the gateway accepts the invitation and allocates the network resources for the node.
The sensor network nodes can be allotted according to the mesh network with two
or more communication paths predominantly for improving the consistency of net-
work. Wifi technology based wireless mesh networks are appropriate for the Internet
of Things applications because of its stress-free installation and connectivity [7, 8].
Wifi is a wireless communication technology which is based on internet protocol and
it is widely used due to quality communication and better data security in contrast
to another physical layer technology.

In present scenario, the lack of resources is major problem existing in the world.
Of those resource electricity and water are the most needed resource for human in
their daily life. Based on increasing demand of electricity, we design IoT based en-
ergy grid used for controlling and monitoring the power consumption by the various
electrical load. The agenda of the paper is to reduce the use of active power con-
sumption. The technology oriented products are used to help people to reduce usage
of electricity as well as use it for their primary need. To change the circumstances
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with use of technology. IoT is used to send the data to cloud by machine, hence
it reduces human work. Energy consumed automatically updated to the cloud by
interfacing sensor to each load.

The objective of the paper to avoid energy wastage, satisfy the energy growing
demand and to improve security, reliability of the energy grid we design innovative
energy grid. The remainder of this paper is organized as follows. In Section 2, a novel
design of energy grid system based on nRF mesh network is described briefly and the
outline of the control flow and software design of the system. And in Section 3, the
experimental result and prototype of the system is elaborated. Finally, a conclusion
is drawn in Section 4.

2. Design of the system

The objective of this paper is to designing wireless mesh network for energy
grid, and it communicates to internet. The IoT is the path used for information
exchange between objects and Internet. IoT mainly consists of three main streams.
First things oriented, in this paper we use sensors such as AC712 sensor, relay
load, ATMEGA328, PC. Second internet oriented, we communicate through RF
protocols such as NRF2401, ESP8266 http based Wifi. We are designing wireless
mesh network for transferring sensor value with another microcontroller. This is the
basic work of my research. Wireless mesh network is the promising paradigm for
multi hop feature. The main contribution of mesh network is flexibility in terms of
self-organizing. Third semantic oriented developing smart applications, we develop
energy grid.

2.1. Block diagram

The block diagram explains IoT based energy conservation system. IoT have
capability to interconnect billions of sensors for data collection. Block diagram
organized as two sections namely Transmitter section, Receiver section. Transmitter
section used to sense current value by using Acs712 sensor and send data to the
receiver section. By using Acs712 sensor every electrical load electrical consumption
measured and sends data to microcontroller.

Microcontroller interfaced with PC, Process and stores the data. After that it
sends data to receiver by using NRF2401 protocol. We use low cost RF Sensor for
wireless mesh network. Wireless mesh network provides Modular architecture, low
cost, decentralized network, larger range, no loss of data, failure proof. In the receiver
section data sense retrieved at receiver section PC using NRF receiver. After that
receiver Microcontroller send the data to cloud by using http based Wifi protocol.

ATMEGA328 ports have features that make simple, process of control and mon-
itor. ATMEGA328 has inbuilt SPI and I2C communication features with using chip
select pin. Three registers in microcontroller namely SPI Control Register, SPI sta-
tus Register, SPI data register used for communication. The advantage of the whole
system is fastest implementation and no loss of data.
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2.2. Flow chart design

The firmware was presented based upon block diagram components. Flowchart
explains the functionality of whole implementation. Initialize the process by power
on the circuit. After that configure the sensors by using serial peripheral Communi-
cation. Electrical load interface in the block by using relay. Three types of electrical
load are present. In this paper we use resistive load. By using microcontroller, data
in the electrical load fetched and coded using memory. Data automatically uploaded
to transmitter section of nRF module. nRF receiver section retrieved the data and
sends it to core Microcontroller. Eventually machines communicate with internet.

Microcontroller sends the data to cloud by using Wifi module. First configure
Wifi module by interfacing both ATMEGA328 microcontroller and nRF transmitter
as well as Receiver. After that for transmission of data vice versa. Connect mi-
crocontroller transmitter to nRF receiver as well as nRF transmitter to Microcon-
troller receiver. The cloud stored the Data send by the Microcontroller and responds
with reference of data. The Mesh network is depicted in Fig. 1, the corresponding
flowchart is shown in Fig. 2.

Fig. 1. Scheme of mesh network

3. Experimental results

The hardware and software implementation of energy grid prototype shown be-
low. The aware of current consumption by customer is essential, because of high
demand on energy resource. With the strength of IoT technology user can measure
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Fig. 2. Flow chart for basic mesh network
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their current consumption by each load. We design simple kit of mesh network by
using one electrical load.

3.1. Hardware implementation

The hardware prototype for mesh network based energy grid shown below. The
developed board is multihop connection and use two protocols namely nRF2401
and ESP8266 used for communication. Energy consumption can read from AC712
sensor. The developed prototype has features such as good efficiency, simple design
and low power. The prototype of grid using the mesh network is in Fig. 3.

Fig. 3. Prototype of simple energy grid using mesh network

3.2. Visualization of data from cloud

The current consumption by single load for the consumer shown in the figure
data from cloud by using things we speak software. The graph shown in Fig. 4 is
the web server output current data received by ESP8266.

By using this data user can control and monitor the whole system. Sensor value is
retrieved as graphical representation. The user can get data of utilization of energy
by their electrical load. So that we concentrate on saving energy.

4. Conclusion

Design and implementation of wireless mesh network, IoT-based energy grid for
saving energy is developed. Due to impact of energy crisis in this world, humans
must concentrate on energy conservation. IoT technology helps with high potential
features for analysis, monitoring and controlling functions for variety of applications.
The developed protocol is the basic for my research idea. This paper focus on energy
transmission, consumption. In future, we aim at generation of energy by using solar
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Fig. 4. Screenshot of energy meter current consumption data by electrical load

energy and distribution by using more number of electrical loads. We designed
only using single electrical load in this paper. But our proposed work investigation
towards energy grid for apartment blocks. Another important area must concentrate
on gateway. In IoT technology, it is necessary to provide high end security introduce
gateway concepts and focus on energy saving by demand energy management.
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Research of the influence of polymeric
drilling mud on the filtration-capacitive
properties of polymictic sandstones

D.Podoprigora1, I. Raupov1

Abstract. One of the main problems of the oil and gas industry, despite the high level of
development of science and technology, is an effective primary and secondary opening of reservoirs,
ensuring the preservation of the initial filtration and capacitance characteristics of the bottomhole
zone. Even more important is the qualitative implementation of these operations with the intro-
duction of low-permeability polymictic sandstones, since the productivity of producing wells can be
significantly reduced as a result of the colmatation of the bottomhole formation zone. The example
of the sample of the core of the Vyngapurovsky deposit shows the degree of change in permeability
after exposure to it with drilling mud on a polymer basis. It was also established that it is possible
to form a polymer membrane from the drilling mud at high reservoir temperatures.

Key words. Polymer drilling mud, polymictic sandstone, permeability, microcracks, Dnieper-
Donets basin, polymer membrane, hydrochloric acid.

1. Introduction

One of the ways to preserve productive layers, which is widely used recently, is
the opening of oil and gas reservoirs using polymer mud. The advantage of this
drilling mud is that during the drilling process, the polymer is partially filtered out
at the well-layer boundary, forming an almost impermeable crust that protects the
formation and reduces the possibility of deep penetration of the mud filtrate into it.
After drilling the well, the crust is easily removed by performing the hydrochloric
acid treatment of the reservoir. In this article, we consider the results of laboratory
experiments on the filtration-capacitance properties of four samples of polymictic
sandstones from one of the gas condensate deposits located in the Dnieper–Donets
Basin, drilling wells within which are carried out using polymer drilling mud (at the
request of the subsoil user, we do not indicate the name of this deposit). In terms

1Oil and Gas Department, Saint-Petersburg Mining University, Russia, Saint-Petersburg, 21-st
Line, 2
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of the permeability, the studied samples correspond to the IV–V classes of collectors
(0.001–0.1µm2) according to the A.A.Khanin classification [1–3]. It has been es-
tablished that within the Dnieper–Donets Basin there is also a third-class collector
(permeability 0.1–0.5µm2). Samples with such permeability in the field could not
be selected, therefore, to take up this class of reservoirs and compare the results
of the experiments, the core of the Vyngapurovskoye oil and gas condensate field,
located in Western Siberia, was taken for research. It should be noted that poly-
meric and polymer-clay drilling muds are also widely used in drilling the wells in this
region, and the purpose of the experiments is to study the influence of xanthan poly-
meric drilling mud on the filtration-capacitive properties of polymictic sandstones
of various permeability, which are often found in different regions, including the
Dnieper–Donets Basin and Western Siberia. The core taken from Vyngapurovskoye
oil and gas condensate field has an absolute permeability of 123.52 ×10−3 µm2 and
is a polymictic sandstone with carbonate-clay cement (sample 417-1-4). Polymer
drilling mud used for performing dynamic tests on the FDES-645 unit, is a mix-
ture of the following components in %: biopolymer thickener (xanthan)–0.5, starch
polysacharide–2, potassium chloride–5, sodium chloride–20, carbonate filler (marble
chips)–10, water–the rest.

The technology of preparation of this drilling mud does not require special equip-
ment; for this purpose, any mixing unit (clay mixer, hydromesh mixer, solution
preparation unit) is capable of creating intensive mixing and continuously maintain
it for at least 4 hours. An important point is the uniformity of mixing the entire
volume and the absence of stagnant zones in the cooking vessel. This solution is used
in the most difficult geological conditions and is recommended for drilling at great
depths. The solution provides effective suppression of hydration and swelling of clay
rocks, is characterized by low water loss, and also has a heat resistance up to 140–
150 ◦C. All of the listed properties of the mud are very important, since the opening
of productive deposits occurs at a depth of about 5000m, and the temperature in
the investigated depth interval of the gas condensate field of the Dnieper–Donets
basin is 130 ◦C.

2. Methodology

In the laboratory of Enhanced Oil Recovery of the Mining University, the density
of the drilling mud was measured, the thermal stability of the drilling mud was
studied at a temperature of 130 ◦C, the static shear stress was determined and an
index characterizing the thixotropic properties of the solution was calculated. Also,
the conditional viscosity was measured, the fluid loss and the thickness of the filter
cake of the solution were determined, and rheological studies of the mud were carried
out on the Rheotest RN 4.1 universal rotary viscometer. The density of the drilling
mud was measured using a DE 40 density meter from Mettler Toledo at 20 ◦C. To
determine the thermostability of the investigated mud under reservoir conditions,
a temperature cabinet with a set temperature of 130 ◦C was used, in which the
polymer solution was kept for 24 hours. Two samples were placed in the thermostat:
a pure drilling mud in a volume of 40ml and a mud (40ml) in which 4ml (10%
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of the total volume) of kerosene was added to simulate the process of condensate
precipitation in the reservoir.

Further, the conditional viscosity of the drilling mud on the Marsh funnel was
measured. Viscosity of drilling fluids should be minimal, but sufficient to hold sus-
pended particles of drill cuttings and weighting agent at a given mud density. The
water loss of the fluid was determined on the filter press FLR-1, which is designed
to determine this index in solutions used in drilling oil and gas wells. Then, in the
laboratory, the porosity and absolute permeability of the samples of the core of the
gas condensate field of the Dnieper–Donets Basin and Vyngapurovsky oil and gas
condensate field were analyzed. The porosity of the core was measured on a helium
porosimeter TPI-219. Determination of the absolute permeabilities of samples by
gas (air) was carried out on a TBP-804 unit. After the necessary core preparation,
dynamic and static filtration experiments were performed on rock samples of the
gas condensate field of the Dnieper–Donetsk basin and the Vyngapurovskoye oil and
gas condensate field to simulate the influence of the drilling mud on the reservoir
filtration an capacitive properties using a FDES-645 filtration unit.

3. Results

Based on the results of the measurement, the density of the tested drilling mud
was 1164 kg/m3.

The pure drilling mud and solution with kerosene proved to be stable during the
entire experiment (24 hours) at a temperature of 130 ◦C.

The values of the static shear stress of the investigated mud, measured after 1
and 10 minutes, are equal, respectively: θ1 = 9.952Pa θ10 = 13.684Pa.

The thixotropy coefficient, reflecting the rheological properties of the fluid, as a
result of the calculations, is κT = 1.375. The obtained value of the exponent κT
enters the required interval (1–1.5).

The conventional viscosity for mud on which the sand strata are exposed should
be within an interval of 45–65 seconds. t1 = 47, t2 = 46, t3 = 45 (taverage = 46).

As can be seen for the investigated mud, the obtained value of conditional viscos-
ity corresponds to the required value. During the experiment, it was found that the
investigated mud has a water loss of 14.4 cm3/30min and forms a filter cake with a
thickness of 0.4mm. The results of studying the rheological properties of fluid on
the Rheotest RN 4.1 are shown in Figs. 1 and 2.

As can be seen from the graphs presented in the figures, the polymer drilling mud
has non-Newtonian properties and is a pseudo-plastic fluid, the effective viscosity
of the solution decreases with increasing shear rate. It can also be seen on the
graphs that the shear stress and the effective viscosity decrease significantly with
increasing temperature, and consequently with increasing depth of the well, the
viscosity of the mud will decrease and the hydraulic resistance in the circulation
system decrease. The change in the viscosity of the mud at high temperatures
will help to reduce the amplitude of pressure fluctuations during the start-up and
shutdown of drilling pumps and perform downhole operations, as well as reduce the
probability of formation of stagnant zones in the wellbore with the accumulation of
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Fig. 1. Dependence of shear stress on the shear rate of shear

Fig. 2. Dependence of the effective viscosity on the shear rate

cuttings in them [4, 5].
Thus, as a result of laboratory studies, it was established that the polymeric

drilling mud, used at the gas condensate field of the Dnieper–Donets Basin, meets
all the necessary requirements for drilling fluids for drilling oil and gas wells. The
results of extraction of 4 core samples of the gas condensate field of the Dnieper–
Donets basin are shown in Table 1.

As can be seen from the presented table, sample 417-1-4 of Vyngapurovskoye
oil and gas, the condensate field possesses the highest porosity and permeability.
As for the gas condensate field of the Dnieper–Donets basin, here samples from
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the interval of depths of 4961.5–4961.6m are characterized by higher filtration and
capacitive properties as compared to samples from the interval 4959.5–4959.6m,
which indicates a significant layerwise inhomogeneity of the productive horizon in
vicinity of well No. 59, from which the core was selected.

Table 1. Results of extraction of 4 core samples of the gas condensate field of the Dnipro–Donetsk
basin

No. of core No. 1 No. 2 No. 1 No. 2
4959.5–4959.6 4959.5–4959.6 4961.5–4961.6 4961.5–4961.6

No. of core water P+I water P+I water P+I water P+I

(50:50) (50:50) (50:50) (50:50)

d · 10−3 (m) 29.9 29.9 29.9 29.9

L · 10−3 (m) 74.04 56.6 72.4 73.85

Q · 10−9 (m3/s) 8.3 8.3 1.7 2.5 16.7 16.7 16.7 16.7

∆P (MPa) 4 1.8 5 2.5 0.65 0.41 0.46 0.28

µ 1 0.688 1 0.688 1 0.688 1 0.688

k · 10−3 (µkm2) 0.223 0.342 0.027 0.057 2.689 2.897 3.848 4.325

The results of the porosity and absolute permeability measurements of the core
samples are shown in Table 2.

Table 2. Results of measuring the porosity and absolute permeability in all 5 core samples

No. of core No. 1 No. 2 No. 1 No. 2 417-1-4
4959.5–4959.6 4959.5–4959.6 4961.5–4961.6 4961.5–4961.6

Vcore · 10−6

(m3)
51.99 39.74 50.84 51.85 44.90

Vporous ·
10−6 (m3)

2.36 1.72 4.67 5.68 9.55

Msample

(%)
4.54 4.33 9.18 10.96 21.28

k · 10−3

(µkm2)
1.02 0.32 7.09 14.69 123.52

For the core number 1 (4959.5–4959.6) of the gas condensate field of the Dnieper–
Donetsk basin, a primary formation penetration was simulated, under conditions as
close to the reservoir as possible, in a dynamic filtration regime, i.e. in the mode
of washing the end of the core with drilling fluid, on the installation of FDES-645
(modification of the installation for working with the option Mud). The Mud option
makes it possible to simulate the circulation of the drilling fluid in the device as well
as in the well when the productive horizon is opened. The static filtration regime
for the core No. 1 of the gas condensate field of the Dnieper–Donets basin was not
modeled, the core has a very low permeability (kair = 1.02µm).
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Consequently, in the process of drilling, there occurs often absorption of drilling
mud, associated with the opening of microcracks in the formation due to high re-
pression. To confirm this conclusion, during the experiment, the pressure difference
in the FDES-645 circulating system and the core pressure decreased periodically
below the recommended value of 500 psi (3.5MPa). This pressure difference ulti-
mately led to the destruction of the sample at the end. Thus, during the dynamic
experiment, it was established that technogenic cracks formed at the end of the core
sample (Fig. 3), while the total porosity of the sandstone, following the scanning of
the core on the SkyScan computer microtomograph, increased after the impact of
the drilling mud by the calculations from 4.54% to 12%. This applies only to that
part of the core sample where man-caused cracks were formed, the rest of the poros-
ity remains unchanged. This experiment confirmed the presence of microcracks in
the productive strata of the gas condensate field of the Dnieper-Donets Basin and
the possibility of their disclosure due to differences in pressure and absorption of the
drilling mud during the drilling process.

Fig. 3. Appearance of Core No. 1 (4959.5–4959.6) gas condensate field of the
Dnieper–Donets Basin after simulation of the dynamic filtration regime

Further, dynamic and static experiments were carried out on the core of Vyn-
gapurovskoye oil and gas condensate field. In the process of studying this core,
the reservoir conditions of the gas condensate field of the Dnieper–Donets Basin
were modeled (Tformation = 130 ◦C, Pformation = 48.7MPa). The purpose of this
experiment was to evaluate the change in the filtration and capacitive properties of
polymictic sandstones after the polymer drilling mud was exposed to them. Simu-
lation was carried out in 2 stages:

Dynamic mode of filtration of the mud, at which the solution was circulated
along the end of the core with a constant flow rate; Static filtration regime at a
constant effective pressure, which is equal to the difference in pressure of the drilling
mud column at a depth of 4960m and hydrostatic pressure. The constant effective
pressure was 1157 psi (7.98MPa). In the dynamic filtration regime, the polymer
drilling mud was pumped at a flow rate of 1ml/min for 4 hours, then the same time
the sample was maintained in a static mode at a constant pressure of 7.98MPa and
a variable flow rate. The graph obtained in the course of the experiment is shown
in Fig. 4.
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Fig. 4. Graph of pressure changes, obtained during simulation in dynamic and
static modes

Under the dynamic regime of filtration of the polymer drilling mud along the
core end, the same sharp changes in pressure were observed in the experiment as
in the previous experiment on the core from Dnieper–Donets basin. After 4 hours,
the installation was transferred to the static mode, i.e. in the regime of maintaining
constant pressure at the end of the core. Figure 5 shows a sample of Vyngapurovskoye
oil and gas condensate field core after dynamic and static tests on the FDES-645
unit.

Fig. 5. Appearance of the core sample from Vyngapurovskoye oil and gas
condensate field after dynamic and static tests on the FDES-645 unit

Further, a mechanical removal of the filter cake from the end part of the core was
carried out with the help of a metal scraper and the absolute permeability in gas was
measured, in order to determine the change in the filtration characteristics of the
test sample 417-1-4 after exposure to the drilling mud. The results of permeability
measurements before and after exposure to the mud showed that the permeability
of this sample decreased from 153.52×10−3 µm2 to 64.31×10−3 µm2. In the work
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[2], the influence of the polymer component of drilling fluids on the permeability
of polymictic sandstones was investigated and similar results were obtained. High-
molecular polysaccharides were the polymer components: platogel, xanthan gum and
sodium carboxymethyl cellulose technical (Kamzel-1000). The aqueous solutions of
these polymers prepared at the concentration in which it was present in the drilling
mud saturate the cores, then they were extracted with an alcohol-benzene mixture,
dried and the gas permeability was measured. The results were obtained as follows:
the presence of xanthan gum and Kamtsel-1000 in the pore space reduced the core
permeability by 25–49% relative to the values obtained before saturation of these
samples with aqueous solutions of polymers [2].

Thus, as a result of the experiment, almost a 2-fold decrease in the permeability
was recorded, which is explained by the penetration of the mud filtrate and the
carbonate particles of the solution weighting agent into the core. Also, in the lab-
oratory experiment with the polymer filtrate produced by the filter press FLR-1,
it was found that at high temperature (105 ◦C) water from it begins to evaporate
and a solid polymer film is formed (Fig. 6). The formation of such a film can be
explained by the fact that the composition of the drilling mud contains xanthan and
various salts (KCl, NaCl), which can interact with rock-forming minerals. Thus, it
was shown that at a high temperature a polymer film is formed from the filtrate,
which can shield the hollow space of the matrix and cracks.

Fig. 6. Polymer film after evaporation of water from the filtrate

It is known that xanthanum and marble dissolve hydrochloric acid, the solutions
of which are usually used to clean the productive formation after drilling wells using
polymer drilling mud [1, 7]. To study the action of hydrochloric acid on the resulting
polymer film in laboratory conditions, another experiment was carried out. In the
course of which, an aqueous solution of 12% hydrochloric acid was gradually added to
the bottle with the polymer film formed from the filtrate, which completely dissolved
it. This experiment showed the effectiveness of the use of aqueous solutions of
hydrochloric acid for the purification of bottomhole formation zone after the use
of polymer drilling mud. However, how deep into the fissure-porous collector can
penetrate and react the acid compared to the of the drilling mud filtrate to be
clarified in subsequent experiments.

In conclusion, it should be noted that in low-porosity sandstones of gas con-
densate fields of the Dnieper–Donets basin there are microcracks that can expand
during drilling and form the so-called technogenic fracturing. As a result, significant
absorption of the washing liquid and deep penetration of the drilling mud into the
formation take place, while the filtration-capacitive properties changes both in the
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bottomhole formation zone and in its remote part. The polymer film, formed from
the drilling mud filtrate, can also screen collector pores and microcracks.

4. Conclusion

1. The investigated samples of the core of the gas condensate field of the Dnieper–
Donets basin allow attributing the productive sandstones of the V-21 formation
in well No. 59 mainly to the fractured-pore type of the reservoir. As shown by
laboratory experiments, in the process of opening such sandstones, the microcracks
present in them can be opened at a pressure difference in the FDES-645 circulating
system and the core pressure is below the recommended value of 500 psi (3.5MPa).
During the experiment, the pressure drop reached 200 psi. Based on the obtained
results, it can be argued that in real conditions of drilling wells at the opening of
productive strata for repression, fracture processes will occur on a larger scale than
in the laboratory.

2. The carried out filtration experiment on the sample of the core of the Vyn-
gapurovskoye field showed that the polymer drilling mud used in drilling wells sig-
nificantly reduces filtration-capacitive properties of polymictic sandstones. In this
case, the absolute permeability of sample No. 417-1-4, after exposure to the mud,
decreased almost twofold from 123.52×10−3 µm2 to 64.31×10−3 µm2. This change
in permeability can be explained by the deep penetration of the filtrate and particles
of the carbonate weighting agent into the core, despite the presence of a protective
filter cake at the end of the sample.

3. The laboratory experiment to study the effect of hydrochloric acid on a poly-
mer film showed that a polymer film formed from a high-temperature (105 ◦C) filtrate
of the mud can be effectively destroyed by a 12% aqueous solution of hydrochloric
acid, but in further laboratory experiments it is necessary to find out how deep it is
capable to penetrate the fissured-pore sandstone and react with the contaminant.

4. The use of modern technologies of stimulation of the inflow during the de-
velopment of wells, such as acid treatments and multi-stage hydraulic fracturing of
the reservoir, as well as the correct selection of the acid composition and method of
hydrochloric acid treatment bottomhole zone will significantly increase the produc-
tivity of low-porosity polymictic sandstones.
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Parameters and operating modes of the
working organs of the machine for

harvesting forage grass seeds by comb
on the root1
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Abstract. The results of research on the development and justification of the parameters
and operating modes of the working organs of the machine for harvesting forage grass seeds are
presented. Two variants of machines for harvesting forage grass seeds (stripper) were developed:
a hinged stripper with a combing drum, beads from rubberized combs and a trailing comb, with
a brush drum for combing grass seeds and equipped with a cutting device for cutting stems.
Analytic equations characterizing the trajectory and velocity of the end of the rubberized combs of
the combing drum are obtained. Analytical dependencies characterizing the conditions of capture
and length of the combs are established, the coefficient of the influence of the combs on the ears
of the plant stems is determined. Theoretical and experimental studies were carried out and the
parameters of the working bodies of the trailer stripper equipped with a brush drum and a cutting
device are justified. The production tests were carried out, the quality of the alfalfa seedbed and
the power needed to drive the machines were determined.

Key words. Harvesting of alfalfa seeds, combing drum, rubberized combs, brushes, power,
grain harvester, cutting device.

1. Introduction

Out of 182 million hectares of pastures of the Republic of Kazakhstan, due to
unsystematic grazing, 30–40% of pasture lands are subject to degradation. For

1This work is financed by the Science Committee of the Ministry of Education and Science of
the Republic of Kazakhstan under the budget program 217 "Development of Science", sub-program
102 "Grant financing of scientific research".

2LLP «Kazakh Scientific Research Institute Mechanization and Electrification of Agriculture»,
Raiymbek Prospect, 050005, Almaty, Republic of Kazakhstan
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the radical improvement of pastures, it is necessary to create a new grass stand by
sowing high-yielding varieties of perennial and wild grasses [1–3]. To accomplish
this task, seeds are needed in large quantities. The development of the country’s
economy provides for the transformation of the agro-industrial complex into a highly
developed industry capable of providing the population with quality products. One
of the main tasks in this direction is the creation of a stable fodder base for livestock,
the development of which is constrained by the lack of the necessary quantity of seeds
of forage grasses, especially alfalfa [4–9]. The most widespread in the conditions of
Kazakhstan received a separate method. Alfalfa is mowed by harvesters (ZpRB-4.2,
ZhVN-6, etc.) with the laying of the beveled mass in the roll. As the beans dry out,
the rolls are picked up and threshed by conventional grain combines equipped with
a PS-54-108 device. The stem mass during the harvesting period has an increased
humidity (60% or more), high yield (up to 180 c/hectare). The purpose of the work
is the development and justification of the design parameters and operating modes
of the machine for harvesting grass seed (alfalfa) with a root comb, which ensures a
reduction in seed losses and a high-quality execution of the technological process.

2. Materials and methods

The studies were carried out using classical methods of theoretical and applied
mechanics, the theory of mechanisms and machines. Justification of the parameters
and operating modes of the main working organs of the machine for harvesting the
seeds of forage grasses; - checking the developed machine in production conditions.
Experimental studies were carried out using strain gauges. A numerical analysis of
the equation of motion of a comb of a reeling drum is performed using standard
programs Excel, MatCaD. The processing of the results of experimental studies
used the provisions of mathematical statistics. The 80% grain mass thus formed,
consisting of free grain, seeds, under the action of inertia and air flow, moves to the
screw conveyor and the inclined chamber is fed into the grinder of the combine for
the window-hungry gutter and separation. The separator separates the seeds from
impurities in the air stream, and enters the storage hopper. The tests showed that
the stripper operation is possible at speeds up to 5.0 km/s, while the productivity
of the machine with a working width of 2.7m was 1.2 hectares/h.

3. Results

The drum combs, rotating around the horizontal axis and simultaneously moving
forward with the machine, perform a complex movement with the speed V0 = ωR and
simultaneously move forward with the machine at a speed Vm, perform a complex
movement, where ω is the angular velocity of the drum rotation in rad/s and R is
the radius of the drum. The trajectory of this movement must be coordinated with
the height of the arrangement of the spikes. Otherwise, the combs will not comb the
plants, but will push them backwards [10]. In absolute motion, the point A of the
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ridge describes the cycloid curve of parameters

x = Vmt+R sinωt, y = (H + h) −R cosωt . (1)

Taking the time derivative of equation (1) and taking into account that V0 = Rω
and γ = ωτ , we define the projections of the speed of the point of the comb of the
drum

Vx = Vm + V0 cosωt = Vm + V0 cosϕ,

Vy = V0 sinωt = V0 sinϕ.

 (2)

The degree of impact of the ridge on plants is determined by the formula λ =
Vo/Vm. The operating condition of the combing drum, i.e. the occurrence of combs
in plants and their combing occurs at λ > 1, i.e., when Vo > Vm. Usually, λ is
taken within the limits of 1.5· · · 1.7. At λ ≥ 1.7, combs striking the ear can thresh
seeds, creating losses, and at λ < 1.5, on the contrary, the combing drum will grab
few stems and most of the stalk will not be exposed to it. Compliance with these
conditions is necessary, so that the speed of the combs is between 8.0 and 16.0m/s.
Figure 1 schematically shows the work of the combs of a six-barrel drum, whose axis
is located on the same vertical line with the front line of the bottom of the combing
body. The input of the stems between the fingers of the combs occurs in the zone
A0B in the sections ∆X by moving the machine, so that each comb combs the ears
of those stems that occur to it on this segment.

Fig. 1. Interaction of combs of combing drum with plant stems

Figure 1 shows that ∆X = X1 +X2. On the other hand, when 0≤ X1 ≤ Vmt2 =
Vmt1 +R sinϕ1, then

X1 = Vmt2 = Vmt1 +R sinϕ1 , (3)

where ϕ1 = ωt1, so that t1 = ϕ1/ω. When 0 ≤ X2 ≤ R cosϕ2, then X2 = R cosϕ2

and ∆X = Vmt2 +R cosϕ2.
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Taking into account that V = Rω/λ, we finally obtain

∆X =
R

2λ
(π + 2ϕ2 + 2λ cosϕ2) . (4)

On a piece of the car’s path, each row of combs grabs and combs the ears of the
plant stems. If the drum has Z slats with combs and for one complete revolution of
the drum the machine moves to a distance X0 equal to [10]

X0 = VmT = Vm
2π

ω
=

2πR

λ
. (5)

Then all Z slats with combs will sequentially capture the ears of plant stalks and
comb the total length Z∆X. The coefficient of influence of the combs on the ears of
the plant stalks is the ratio of the way in which the combs grab and comb the ears
of the stems, to the entire path traversed by the machine during the same time

η =
Z∆X

X0
=

Z

4π
(π + 2ϕ2 + 2λ cosϕ2) . (6)

The step of the combing drum with slats and combs is the movement of the shaft
(axis) of the combing drum Xz during the rotation time by an angle ϕz = 2π/z

Xz =
X0

z
=

2πR

λz
. (7)

Usually, η = 0.2 − 0.8. To increase the coefficient of action of the combs on the
stems, it is necessary to increase the number of slats Z and the value of λ. With
an increase in λ from 0.3 to 2.1, the coefficient of influence η increases more than 4
times. The number of slats Z with combs was chosen from the condition of combing
all the bread along the length of the rut without missing (Fig. 2), i.e., a portion,
combed by combs, must strictly follow the bread combed by the previous comb.

Fig. 2. Forces acting on the brush drum with its free movement in the vertical
direction
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The characteristics of harvested grasses are listed in Table 1

Table 1. Characteristics of harvested grasses

Denomination Alfalfa Fescue
meadow
grass

Rangeland
ryegrass

Wheat grass

Height (cm) 95,0 70. . . 75 55. . . 60 40. . . 60

Yield of seeds
(c/ha)

3.0 2.5 2.5 2.65

Number of
plants (t/m2)

420.0 310.0 270 210.0

Humidity
seeds (%)

18.0 11.0 12.5 14.0

Humidity of
stem mass
(%)

65.0 40.0 43.0 30.0

The tests showed that at a speed of rotation of the combing drum with slotted
combs n = 520 rpm, the linear speed of the combs V0 = 17.96m/s, Vm = 1.4m/s,
V = V0/Vm = 12.82, seed losses by shedding were 2.3–2.5%, and at n = 720 rpm, the
linear velocity of the combs V0 = 24.87m/s, Vm = 1.4m/s, V = V0/Vm = 17.76, seed
loss by shedding 2.2–2.4%, and undercuts 0.5–0.7%. The required engine power for
the drive of the combing drum was 7.2 kW. The productivity of the stripper with a
width of 2.0m was 0.8–1.0 ha. Separation of alfalfa seeds is carried out directly on
the root of the device (Fig. 2), consisting of a receiving chamber 1, mounted on it a
pair of rollers: the upper brush drum 2 and lower roller 3. The power required to
rotate the brush drum is determined by the formula P1 = P2 + P3 where P2 is the
power needed to overcome friction of the brush on the stems of alfalfa, and also the
breakage of the seeds is determined by the formula

P2 = 4.7 × 10−4 × 736D2nf1 cosβ1F3 cos ε , (8)

where D2 is the outer diameter of the brush along the pile (m), n is the number of
revolutions of the brush drum (rpm), f1 is the coefficient of friction of pile sliding
on the surface of alfalfa stems, β1 is the angle of the pile with a fixed shaft, cosβ1 =
1−∆L0/R2, ∆L0 is the amount of deformation (sagging) of the pile, R2 is the radius
of the brush drum (mm) and F1 is the force of action of brushes on stalks of plants
(N).

The gap depends also on the number of leaves and seeds to be traversed, and,
consequently, the power required to break off leaves and seeds. The moment T1,
which is expended directly on the breakage of leaves and seeds from the stems, is
determined by the formula (see Fig. 2)

T1 = F1
D2

2
,
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where F1 is the the average tearing force of one leaf from the stem (N), where
F1 = fN and m is the average number of leaves terminated simultaneously in the
series by a single ring of brushes. The values of F1 and m are determined as a result
of laboratory studies.

Figure 3 shows the power variation curves P2, P3 and P1 as functions of the
rotational speed of the brush drum. The graphs show that with increasing the
rotational speed of the drum, the power is increased. With a frequency of rotation
of the combing drum n = 1000 rpm, the power required to comb the leaves and seeds
of alfalfa P1 sharply increases to reach 5.0 kW, and the power required to overcome
the air resistance to the rotation of the brush N2 is 2.0 kW.

Fig. 3. Dependencies of the power P1 required to drive a brush drum, P2 to
overcome the resistance of air to the rotation of brush and P3 to combing of leaves

and seeds of alfalfa from the rotation speed n of the brush drum

When the machine moves along the field, the combing drum combs the leaves and
plant seeds, rotating downwards together with the casing and support flap, creates
a suction airflow that transports them to the storage hopper. Simultaneously, a
mower with a segment-finger cutting device, installed at the bottom of the pallet
behind the combing drum, cuts the lower part of the stems and puts them into the
wire. After filling the receiving hopper, the leaves and seeds are unloaded by means
of a conveyor into vehicles. The brush drum with nylon brushes with a diameter
of 2.0mm, a length of 220 mm and a working width of 2.0m was tested. In the
experiments, the quality of the seeds and leaves collected from 100m2 was estimated
at a brush speed of n = 250 and 500 rpm and different ratios of the peripheral speed
V0 of the brushes to the translational speed Vm of the machine. The power required
for the drive of the universal machine of the trailer was determined by the formula:
P = Tω = Tπ/30W, where T is the torque on the drive shaft (Nm), ω is the angular
speed of shaft rotation (rad/s) and n is the shaft rotation speed (rpm).

Experiments have shown that with an increase in the peripheral speed of the
drum 13.0–20.0 m/s, the amount of seeds and leaves collected increases, but at the
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same time the content of debris of stems in the heap increases. As the speed of
movement increases, the loss of seed from cut plants increases from 0.2 to 2.5%.
This is due to the fact that with increasing speed of the stripper movement, the
bending of the bent stems increases with the casing of the drum and the brushes do
not grasp the bent stalks of the plants (Figure 4). The productivity of the machine
was 1.08 ha/h. The oscillogram of the torque readings is shown in Figure 5.

Fig. 4. Combing of alfalfa seeds with a trailed universal machine

Fig. 5. Oscillogram of the sweep of the stripping device universal machine for
harvesting alfalfa seeds and stamping

As a result of the theoretical and experimental studies of the working organs
of the trailing machine for harvesting seeds and leaf mass, the parameters of the
machine’s working parts are justified: rotation speed: combing drum with brushes
- 250–500 rpm, conveyor auger shaft n = 410− 540 rpm,; crooked-spike shaft - rpm,
the power required to rotate the brush drum when combing the leaf mass and seeds
is determined. The best quality indices of the comb is provided at a speed of machine
movement 1.0–1.5m/s, the speed of the reeling drum is 500 rpm, and the cut quality
of the stem part of the plants is ensured at a crank shaft speed of 460 rpm.

4. Conclusion

A promising way of harvesting grain crops, as well as testes of grasses by direct
combining is to comb the grain from the ears and feed the combed mass into the
combine. The parameters of the working organ of the combing drum are proved:
the hinged stripper: the number of slats with the rubberized combs z = 6 pcs, the
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length of the rubberized combs l = 220 − 240mm, the distance between the lateral
surfaces of the combs t = 10 − 12mm. The production test of the hinged stripper
was carried out: at frequencies of rotation of a reeling drum of 520 rpm and 720 rpm.
Velocity of the stripper movement is Vm = 1.4m/s, the degree of influence of the
combs on the plants λ = V0/Vm = 12.82 − 17.76, seed loss by shedding 2.2 –2.4%,
and underdosage - 0.5–0.7%. The crushing capacity of the engine for the drive of the
combing drum was 7.2 kW. The productivity of the stripper with a working width
of 2.0m was 0.8–1.0 ha. Theoretical and experimental studies were carried out on
the trailing stripper and the parameters of the working bodies of the trailer stripper
equipped with a brush drum and a cutting device were justified. Production tests
of the combing machine were carried out during the harvesting of alfalfa seeds, the
quality of alfalfa seed coat and the required power for the drive were determined.
The power required to unload seed and leaf mass is 0.4 kW. The capacities required
for driving the combing drum and mower with a segment-finger cutter do not exceed
12.0 kW. The productivity of the machine was 1.08 ha/h. Possible perspectives for
further research is to work to reduce losses when harvesting combing grain of loose
breads, grass seeds by installing stems.
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Effect of a near-surface nanolayer
formation on the magnetic fluid

electrical properties1

N.V.Kandaurova2, V .V.Chekanov3,
V. S. Chekanov2

Abstract. In a magnetic colloid- a magnetic fluid (MF), which is placed in an electrochemical
cell (a flat capacitor), a thin near-surface layer is formed in the electric field. This layer is an active
medium in which the process of self-organization – autowaves was observed and studied. The layer
consists of magnetite particles with a protective coating—oleic acid (HOl). We found a several
orders increase of capacitance and a few times increase in the resistance of an electrochemical cell
filled with a magnetic fluid by sending a pulsed electric field to the electrodes. Electrodes in the
cell are thin transparent conductive ITO (InSnO2) membranes deposited on the glass. The cell
reflectivity (reflectance) changes due to the formation of the near-electrode layers of magnetic fluid
nanoparticles in the electric field. It can be registered by the interference of the falling light in these
layers. The thickness of the near-electrode layer is estimated from the change in the reflectivity
of monochromatic light. With increasing voltage on the electrodes, the layer becomes unstable, it
periodically arises and collapses. As a result, the intensity of the reflected light fluctuates. When
illuminated with white light, brightly colored waves are visible on the surface of the cell.

Key words. Polarization capacitance, magnetic fluid, near-electrode nano-layer, autowaves.

1. Introduction

Magnetic fluid (MF) is a stable colloid of single-domain ferromagnetic particles
(magnetite) dispersed in various liquids (kerosene, water, etc.) [1]. The effect of
an electric field on the magnetic fluids leads to a number of interesting phenomena:
a change in the reflectivity of a cell with MF, formation of a layer of close-packed

1The work was performed as the element of the basic part of the state task Project
No. 3.5385.2017/8.9 for the implementation of the project on the topic: "Experimental research
and mathematical modeling of interphase and near-surface phenomena in a thin membrane of a
nanostructured magnetic fluid

2Moscow Technological University, (MIREA, Stavropol branch) pr. Kulakova 18, 355029
Stavropol, Russia

3North-Caucasian Federal University, Pushkin st. 1, Stavropol, Russia

http://journal.it.cas.cz
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magnetite particles with a protective coating near the electrode, and the appearance
of autowaves [2]. In the absence of an electric field, the magnetic fluid, placed in
a cell between two electrodes is homogeneous [3]. When the field is turned on, the
particles of the solid phase start migrating under the influence of electrophoresis and
dipolophoresis, and on the surface of the electrodes the concentration of magnetite
particles increases to a value of 25–27% vol., so the near-electrode layer is formed.
This layer is a unique active medium in which an autowave process is observed.
The purpose of this paper is to show that the formation of a near-electrode layer
consisting of magnetite nanoparticles affects the increase in the capacitance and
conductivity of an electrochemical cell with a magnetic fluid.

2. Materials and methods of the experiment

A magnetic fluid of the "magnetite in kerosene" type was used in the experiment.
The concentration of magnetite is 3.2% vol. Dielectric permittivity of fluid ε =
2.1, conductivity σ = 3.8 · 10−7 Ωm−1 (measured at a frequency of 1000Hz). The
average size of magnetite particle is ∼ 10 nm. The experimental device is shown
in Fig. 1. The magnetic fluid was placed in an electrochemical cell, consisting of
two electrodes made of glass with a conductive transparent coating InSnO2 (ITO).
The electrode surface area S = 40 × 30mm2. The glass thickness of the samples is
4mm, the thickness of a conductive coating is h0 = 160± 5 nm, the thickness of the
magnetic fluid layer l = 40µm (Fig. 1A). The capacitance of the electrochemical cell
(static capacitance), calculated by geometric dimensions, measured at a frequency
of 1000Hz is Cst = 6 · 10−10 F.

Fig. 1. Scheme of the experimental device. A–cell with a MF; 1–magnetic fluid, 2
and 4–transparent conductive coated glass (ITO), 3 and 8–insulating gaskets,
5–prism, 6–photodiode, 7–illuminator (laser), B–equivalent circuit of electrical
measurements (the equivalent circuit of the cell with the MF is dashed); 9 and
12–R1, R3 (resistances of near-electrode layers), 10 and 13–C2, C5 (capacitances
of electrode layers), 11–R2 (resistance of interelectrode layer), 14–oscilloscope

input, 15–R4 (oscilloscope shunt), 16–terminals connected to the output generator
of unipolar rectangular pulses, 17–EMF of electro-chemical (Faraday) polarization

The electrodes 16 (Fig. 1B) were supplied with rectangular pulses: amplitude U ,
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impulse length is half of a period. The pulse period was 2.2 s. Front is less than
1µs. The output resistance of the generator is 600Ω.

When switching on the pulse voltage, the current through the shunt (105 Ω)
passes through the cell with the MF. The dependence of the current on time was
recorded with the oscilloscope (Figs. 2 A,B,C)

Fig. 2. Beams #1–dependence of the current flowing through cell on time, beams
#2–impulse voltage U at the electrode: A–U = 2.5V, B–U = 4V, C–U = 6V

At the moment of the electric pulses switching on and off, the current is maximal
(points K and Z in Fig. 2C), after a time τ ∼ 200ms the current becomes stationary.
After applying a voltage in the cell, a layer of particles forms near each electrode,
and we assume that this is the cause of the change in the current value.

We show below how we detected the formation of a near-electrode layer using
the method of electrically controlled interference [4, 5]. Electrically controlled in-
terference (electrointerference) occurs when light is reflected from electrodes in an
electrochemical cell with a magnetic fluid. In an electric field, the particles of the
dispersed phase (magnetite) migrate to the electrodes. In this case, the optical prop-
erties of the medium near the transparent electrode change (the complex refractive
index increases). The reflected light properties change as well. When the cell sur-
face is illuminated with monochromatic light, the reflectivity of the reflected ray
varies periodically with the layer growth. By registering the change in the intensity
of the reflected beam (optical response), we can state that the near-electrode layer
was formed and we can measure its thickness by the method described in [4]. The
method for obtaining the optical response is as follows (Fig. 3): the laser beam (1mm
in diameter, wavelength λ = 650nm, TE-polarization) was directed to the surface
of the MF cell. The beam was reflected from the “glass–ITO membrane”, “ITO
membrane is a layer of magnetite particles” and “layer of magnetite particles–MF”
surfaces and entered the photodiode. It is connected to the input of a double-beam
oscilloscope GDS-71022, which allows recording the voltage change on a photodiode
FD-256 (optical response) with time (Fig. 4, beam 1 and Fig. 3).

We note that the change in the near-electrode layer thickness is fixed precisely by
the optical signal [5]. Beam 2 on the oscillogram in Fig. 4 is the dependence of the
current in the cell with the magnetic fluid on time. The section AEB corresponds
to a change in the current in the cell when the electric pulse is turned on.

Comparing the sections AEB (beam 2) and CFDN (beam 1), we can see that
a change in the current through the cell occurs simultaneously with the formation
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Fig. 3. Model of multilayer structure “glass-ITO—layer of particles—MF” with the
course of the rays

Fig. 4. Beam 1—optical response of the reflected beam (voltage on photodiode),
beam 2–dependence of cell current with the magnetic fluid on time

of a near-electrode layer of magnetite nanoparticles. These observations give us
reason to conclude that the reason for the change in cell current is the formation of
near-electrode layers.

3. Results

3.1. Resistance calculation of the electrode layers

The oscilloscope GDS-71022 used in the experiments allows not only to derive
the current dependence through the cell i(t) on the screen (Figs. 2 and 4), but to
write to the Ecxel file: 1000 data units for one second (Fig. 5). For calculations it is
convenient to use the graph obtained from these data.

By the maximum value of the current imax = 58µA at the moment of switching
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Fig. 5. Dependence of current in a cell with a magnetic fluid on time, impulse
voltage on the electrodes U = 8V

on (point K in Fig. 5) and the voltage in the pulse U = 8V, we found the cell
resistance before the appearance of the near-electrode layer–Rbefore = 1.4 ·105 Ω. As
expected, it is equal to the resistance of the cell, measured for alternating current.
The stated current is ≈ 10µA. So the cell resistance, after the formation of layers,
is Rafter = 8 · 105 Ω. Thus, after the formation of the layers, the resistance of the
cell with the magnetic fluid increased six times. In the experiment, the currents in
the cell i1 (voltage on) and i2 (voltage off) are equal to each other within the error
of the experiment (sections KL and PZ in Figs. 2C and 5) and are determined by
the formulas

i1 =
U − E

Rc
, (1)

i2 =
U + E

Rc
, (2)

where Rc is the resistance of a cell with a magnetic fluid, E is the EMF of electro-
chemical (Faraday) polarization (Fig. 1B). The signs "+" and "-" in EMF in formulas
(1) and (2) are related to the fact that the charge current i1 and the discharge current
i2 have different directions. Consequently, the EMF of the electrochemical (Fara-
day) polarization is much less than the voltage in the pulse and can be ignored. By
the difference in resistance before and after the formation of layers, the sum of the
near-electrode layers resistances was found: Rls = (6.6 ± 0.5) · 105 Ω.

3.2. Resistance calculation of the electrode layers

The charge Q, accumulated in the cell, can be found by integrating the depen-
dence of i(t) on time from the moment of switching off the voltage (point Z in Fig. 5)
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to i = 0.

Q =

∫ t2

t1

i dt = (6.9 ± 0.3) · 10−6 C, (3)

where t1 = 0 is the moment of switching off the voltage and t2 = 1.1 s.
It is known that the capacitance associated with the dependence of its magnitude

on the voltage and time of electric current flow (polarization capacitance) can be
calculated by the formula

Cpol = Q/U . (4)

For the voltage U = 7V on the electrodes, it is (0.9±0.1)·10−6 F, for the voltage
U = 5V the capacitance is (1.3±0.1)·10−6 F, and for the voltage U = 5V the
capacitance is (2.2±0.3)·10−6 F.

3.3. Change in the cell capacitance and the resistance of the
near-electrode layers is the cause of the self-oscillations
of the near-surface layer

The thickness of the near-electrode layer was calculated by the oscillogram in
Fig. 5 and equals ∼ 100 nm. At a voltage U = 15V, local self-oscillations arise
which were fixed by the oscillations of the optical signal (Fig. 6A). The oscillogram
in Fig. 6A was obtained when the voltage divider 1:10 that was switched on to the
oscilloscope input (channel 2).

After the transient process, the oscillations become regular and an autowave
process starts in the cell (Fig. 6B).

Fig. 6. Autowave process in the electrochemical cell with a MF; A-–oscillogram of
the process (beam 1–optical signal oscillations during autowaves appearance,

beam 2–impulse voltage); B–photograph of the steady-state autowave process in
the electrochemical cell with the MF (40 seconds after the electric field switching

on); frame width is 1.2 cm
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4. Conclusion

The properties of the electrochemical cell with transparent electrodes filled with a
weakly conducting dielectric—a magnetic fluid was researched. Rectangular electric
pulses were applied to the electrodes, and a polarization capacitance was calculated
from the measured current in a cell with a magnetic fluid. It is established that the
polarization capacity of the cell is greater than the static capacity by 3–4 orders of
magnitude. This phenomenon is attributed to the formation of thin (∼ 100 nm) near-
electrode layers consisting of a magnetic fluid dispersed phase particles (magnetite)
with a protective shell. The resistance of a cell with a magnetic fluid is calculated
after the formation of near-electrode nanolayers, which is several times higher than
the cell resistance before the electric impulses are applied to the electrodes. It is
shown that when the voltage higher than 11V is applied to the electrodes, the field
strength in the near-electrode layer reaches a value of more than 2.3 · 107 V/m, at
which the layer resistance drops sharply, it becomes conductive (Wine effect). The
particles from which the layer consists, repel and come into the liquid, where they
are discharged and the process repeats. Local self-oscillations arise, and brightly
colored autowaves can be observed near the surface of the electrode.

References

[1] R.E.Rosensweig: Ferrohydrodynamics. Cambrige University Press (1985), p. 344.
[2] V.V.Chekanov, N.V.Kandaurova, V. S. Chekanov: Phase autowaves in the

near-electrode layer in the electrochemical cell with a magnetic fluid. Journal of Mag-
netism and Magnetic Materials 431 (2017), 38–41.

[3] P.V.Geydt, A.V.Kuzmin, A.G.Matveeva, E.V.Yurtov, T.Yu.Tyan-
ginskii, V.V. Sleptsov: Capacitance measurement of the capacitors with liquid-
crystal electrolyte based on potassium laurate with silver nanoparticles. Journal Ad-
vances in Chemistry and Chemical Technology 26 (2012), No. 7, p. 136.

[4] V.V.Chekanov, N.V.Kandaurova, V. S. Chekanov: Thickness calculation of
thin transparent conductive membrane on the border with a magnetic fluid. Journal of
Nano and Electronic Physics 8 (2016), No. 4, C. 04045, p. 3.

[5] M.Born, E.Wolf: Principles of optics. Verlag Nauka, Moskau (1973).

Received October 12, 2017



562 N.V.KANDAUROVA, V .V.CHEKANOV, V. S. CHEKANOV



Acta Technica 63 No. 4/2018, 563–572 c© 2018 Institute of Thermomechanics CAS, v.v.i.

Method of determination of parameters
of impact interaction by using

phenomenological models

Slava Mebonia1, Tamaz Morchadze2, 3, Nunu
Rusadze2

Abstract. The main rheological models describing the impact interaction of bodies in the
process of elastic, viscous elastic and plastic deformation are considered. Recommendations for the
choice of the type and parameters of models under different conditions of loading of interacting
bodies are given. The expression of the impact velocity during which stresses in the material of
bodies reach the yield point and plastic deformation arises, is determined. The phenomenological
solving of problems of shock interaction involves the determination of the parameters of the force
function not experimentally, but on the basis of the conclusions obtained in the study of rheological
models is described. The parameters of strength function with due consideration of the character
of the content (elastic, plastic) and velocity of collision, condition of the material and its physical
and mechanical properties are defined. Linearization of contact rigidity from equality condition of
deformation energy is done. The equation system of impact at capture of the metal by the rolls of
the mill is composed and the maximum value of the force of impact is determined.

Key words. Force, impact, rheological model, shock parameters.

1. Introduction

Determination of the parameters of the impact interaction of parts is important in
the calculation and design of mechanisms and machines. The main parameters of the
impact are the shape of the shock pulse, the maximum contact force, the maximum
deformation of the bodies, the duration of the impact, etc. These parameters depend
on the laws of the shock process, the main difficulty of which is that the shock forces
can be found only in connection with the study of the dynamic deformation of the
bodies collided [1–3].
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Since the shock forces propagate from the contact zone of the impacted bodies not
instantly, but with some finite velocities, a complex stress-strain state occurs in the
bodies which changes both in space and in time. In addition, the calculation of the
force of impact of bodies is complicated by the fact that the physical and mechanical
properties of materials are manifested differently at different loading patterns and
different collision speeds.

At present well-known impact theories by Hertz, Shtaierman, also the wave im-
pact theory are used only in case of elastic collision of the bodies. Last time in the
impact theory was planned a new direction the base of which is phenomenological
description of the fact. Phenomenological theory of impact, developed in the works
[4, 5], allows to calculate the parameters of impact for different nature of the inter-
action of bodies, including for the elastic-plastic shock interaction, so the calculation
methods considered here take into account the basic provisions of this theory.

2. Basic part

The nature of the interaction of bodies during the impact depends on many
factors. Foremost among them are the relative approach velocity of bodies, their
geometric shape and mechanical properties of the material. The approach velocity
of bodies or the impact velocity, is determined by kinematics of the mechanism,
and is derived from solution of differential equations of motion of links. Geometry
of the impacting bodies is determined by their configuration and characteristic di-
mensions: length, diameter, height, etc. The bodies may have geometry properties
representing combination of regular shapes or other configuration. Setting of body
shape determines its mass, curvature in the contact area and the contact stiffness of
the interacting bodies.

Mechanical properties of materials are determined by the correlation of rheolog-
ical properties of viscosity and elasticity, plasticity, a measure of which are modulus
of elasticity, viscous resistance drag coefficient, modulus of plasticity and flow limit.

Mechanical models reproducing these relationships are commonly referred to as
the rheological models. Placing the rheological model between the discrete masses
reproducing inertial properties of interacting bodies we can reproduce the process
of force interaction of bodies during the impact. Such an approach, based on an
implicit assumption about the nature of phenomena occurring during the impacts
of real bodies is called phenomenological.

Mechanical models are presented in Table 1. Elastic medium is presented by
Hooke’s model as the spring of the elastic stiffness. The power coupling function is
described by the evident ratio P = cx. If the geometrical conditions on the contact
are such that the deformation force is not proportional to crumbling, for example,
as in Hertz’ model, the contact stiffness is considered to be nonlinear, and the power
coupling function is written down as P = c(x) · x.

In Foigt’s model, the elements are connected in parallel, and their deformation is
equal to the total deformation x, but the force P is equal to the total force imparted
by each element: P = P1 +P2. By virtue of the fact that P1 = cx and P2 = hẋ, the
force function takes the following form: P = cx+ hẋ.
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Table 1. Basic mechanical models

Medium Model of
medium

Scheme of a model
and the diagram of
deformation

Power coupling function Model’s applica-
tion area

Elastic Hooke’s
model

P = cx Elastic impact
R = 1

Visco-
elastic

Foigt’s
model

P = cx+ hẋ Not quite elastic
impacts with the
small velocities,
without residual
deformations
0 < R < 1

Maxwell’s
model

P = h
(
ẋ− Ṗ

c

)

Plastic Plastic-
rigid
model

P = PS, ẋ > 0

P = 0, ẋ < 0
Plastic impacts
R = 0

Elasto-
plastic
model

P = cx, ẋ > 0; x < xS

P = PS , ẋ < 0; x > xS

P = c(x− x0); ẋ < 0,

Elastic impacts
with the pres-
ence of plastic
deformations

In Maxwell’s model, the elements are series-connected, and therefore, the total
deformation of model is equal to the total deformation of the each element x =
x1 + x2. By virtue of the fact that the each model element imparts the same force
P , then the components of deformation are determined by the ratios: for elastic
element x1 = P/c, but for the damper of viscous friction x2 =

∫
dP
h dt.

For a rigid-plastic model the power coupling function in the approach phase of
bodies, when ẋ . 0, is expressed by the formula P = PS = σSF , where PS and σS
denote the force and stress, during which plastic deformations occur in the mate-
rial, F is the contact area, depending on the value of crumbling of bodies. When
unloading a rigid-plastic model with ẋ / 0, the power function is always zero.

An elastic-plastic model represents a series connection of models of Hooke and
rigid-plastic medium. When loading reaches force P , initially the elastic element is
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deformed. When the force P reaches the force PS , then the deformation of the elastic
element ceases, and the element of rubbing friction goes to work. When removing
the force P on the element of rubbing friction, there is memorized deformation x0
it had reached, which is fixed in the model as a residual, after unloading the elastic
element.

The choice of a particular model to describe the impact process depends primarily
on the properties of bodies, their geometry and the approach velocity. Usually, the
material of bodies and the impact velocity are pre-assigned. This suffices to assess
the possibility of the emergence of plastic deformation in the material, and make
conclusion on the alleged nature of impact. Approximately, the impact velocity
during which stresses in the material of bodies reach the yield point and plastic
deformation arises is determined according to the expression

vS =
π2[ 4(1−µ1)

E1
+ 4(1−µ2)

E2
]2σ2,5

S1

32
√

10ρ1e5(1 − µ1)5
,

where µ1 and µ2 are the Poisson ratios, E1 and E2 are the elastic module of bodies,
σS1 and ρ1 are the yield point and the density of the material of the first body, and
e stands for the coefficient that takes into account the stress state at different points
of the deformable volume of bodies in the contact area. The average value of this
coefficient at the contact site, according to [3], is equal to 0.436.

If the impact velocity is less than vS, the impact is elastic or viscous-elastic and
it is necessary to use the models of the elastic or viscous-elastic impact family. Oth-
erwise, the impact will be elastic or viscous-plastic, and in order to describe the
impact, the model of the plastic family should be assigned.

The criterion for the choice of plastic models of impact is a small magnitude
or the absence of the elastic component of deformation in the material. In this
case, virtually no post-impact bodies are bouncing off each other. The coefficient of
restitution of the velocity is close to zero. The plastic models describe the impacts
of soft plastics and steels at high temperatures, just about 1100–1300 ◦C and at the
relatively small deformation velocities.

The elastic-plastic models are recommended to use for the strain-hardening ma-
terials with the developed elastic and plastic deformations at the average impact
velocities, just about 10vS.

The viscoelastoplastic models are useful for modeling of impacts of plastics and
elasto-plastic materials at the high impact velocities—more than 10vS.

Thus, the defining criteria for the choice of the model of impact are the veloc-
ity and the material of the impacting bodies. Moreover, for the same material,
depending on the ratio, there can be applied the various models of impact.

Once the nature of impact has been determined and the type of model has been
chosen, there is initiated determination of the parameters, that is, the construction
of a power coupling function. The main parameters to be determined are the contact
stiffness c, h as well as the force PS , at which the plastic flow of material begins.

There are three methods for determining these parameters:

1. Experimental method of dynamic tests of natural or their equivalent model
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samples.

2. Method based on processing of diagrams – static and dynamic deformation of
materials on special samples.

3. Analytical method, which is based on the fundamental concepts of the theory
of elasticity and plasticity on regularities of changes in the stress-strain state
of the materials of bodies in the contact problems.

Experimental method is the most accurate, because it allows for obtaining the
power coupling function P (x, ẋ) directly on the real bodies. This method requires
the application of expensive equipment to register fast-moving processes. However,
in some cases, this method is the only possible one.

The second method involves the use of known results of the standard on compression-
tensile and deflection tests of special samples. The diagrams created properly pro-
cessed on the basis of test materials contain sufficient information for approximate
determination of model parameters.

Analytical method involves the use of solutions of the contact problems in various
cases of force interaction of bodies. This method has several advantages compared
with the previous two ones, since it does not require special experiments, and is based
on the most general laws of deformation of materials. In order to obtain quantitative
characteristics of interactions, there is only need for physical parameters of materials
- Young’s modulus, the Poisson ratio, modulus of plasticity and yield point.

In the case when the material obeys the law of rigid-plastic deformation (for
example, ingot, heated to the temperature of 1000–1200 ◦), it is possible to apply
the simplifying hypotheses and obtain the rather simple formulas based on them for
approximate evaluation of stiffness.

The problem of impact is much more complicated in the presence of plastic defor-
mation. According to the empirical Gerstner’s law, elastic and plastic deformations
develop independently during loading [6],i.e.

δ = δ1 + δ2 = kP
2
3 + λP ,

where δ is the total deformation; δ1 denotes the elastic deformation component and
δ2 stands for the plastic component deformation. Symbol k denotes the coefficient
determined from the curvature of the bodies in the area contact and material prop-
erties and λ is the coefficient of proportionality.

A different approach to the problem of elastic-plastic deformation is outlined in
the work [6]. Here, in the entire area of loading, the force function is given by one
analytical expression: P = bδn, where b is the coefficient that depends on their
physical and mechanical characteristics and configurations of impacted bodies and
n denotes the measure of the degree that depends on the shape of the bodies in the
impact zone.

Experimental studies indicate that in the process of impact, the degree of the
strength characteristic index undergoes a change that is most noticeable at the
beginning of the plastic deformation process at impact. Analysis of the oscillograms
of the impact forces shows that at the beginning of the shock process the dependence
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of the contact force on the local crumple is linear, which corresponds to the physical
representations, since at the beginning of the collision the plastic component of the
local collapse is absent and there is only an elastic component of deformation.

At speeds of impact v0 ≤ 100m/s, the mechanical characteristics of the mate-
rials vary slightly, so it can be assumed that the static force characteristic of the
deformable element is practically the same as the dynamic one and can be used in
calculating the force of impact. The use of static power characteristics in solving the
problems of impact is very convenient, because it allows you to do without complex
and expensive dynamic testing of materials.

The phenomenological approach to solving problems of shock interaction involves
the determination of the parameters of the force function not experimentally, but
on the basis of the conclusions obtained in the study of rheological models [4, 5, 7].

The parameters of function P = bδn mainly are defined by the character of the
content (elastic, plastic) and depend on velocity of collision, condition of the material
and its physical and mechanical properties. The index of degree n generally can
be defined according to the diagram extending of the material (see Fig. 1): n =
tanα2/ tanα1.

Coefficient b in the expression for the power function is defined according to the
formula

b = SnπF
n−1 ,

where Sπ is the linearization contact rigidity of collision bodies;F– flow force.
Linearization contact rigidity one can find according to the formula [3]

Sπ = 1.3k0.8m0.2v0.4 ,

where k is the coefficient of proportionality in the formula of Hertz, m denotes the
given mass of the colliding bodies and v stands for the collision velocity.

Fig. 1. Diagram of expanding material

Fluidity force can be calculated according to the formula:

F =
√
Sπm · vS ,

where vS denotes the velocity of collision causing first plastic shifts in the material.
During calculation of impact loads, for simplification of computation operation

linearization of power communication function is made. Linearization can be realized
according to different criteria: according to equality of maximum deformations or
amplification in initial or finishing models, etc. In the work [9] linearization of
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contact rigidity is done from equality condition of deformation energy (see scheme
in Fig. 2).

Fig. 2. Dependence of plastic deformation from amplification

∫ δmax

0

bδn dδ =
bδ1+nmax

1 + n
=
C̄δ2max

2
, C̄ =

2bδn−1max

1 + n
, λ =

1

C
, δ = λP ,

where λ is the pliability of the linearization system, δmax denotes the quantity of
maximum crushing of the edge;

δmax = 0.7575

(
mv20
K

)0.4
Q

n1
, n1 =

v0
vS

where v0 is the peripheral velocity of the shafts and

Q =
[n1

2
(1 + n)

] 1
1+n

.

The important stage to solve the impact load is also to construct the calculation
scheme and make it convenient for research. In case of calculation of impact inter-
action of the metal with rolls in the moment of grip, the working rolls of the rolling
mill can be given in the form of the double supporting beam with rolling mass m
which collide with the body of mass M (see Fig. 3, top part). Such a scheme can
be used also for the tube rolling mill at describing of impact interaction at the first
grip by the rolls of the tube mill [8, 9].

At the secondary grip of the metal by the shafts of the tube rolling mill (namely,
the automatic mill) takes place impact interaction in the system of sleeve-mandrel-
bar. In the given case the calculation scheme can be presented in the view of coiled
spring, on the one end of which is fastened mass M , and the other end rests on the
rigid support (Fig. 3, bottom part). At that mass M takes impact from the movable
mass m.

Correctness of substitution of the rectilinear rod of the coiled spring in the given
calculation scheme is proved by investigation of the formation of rods of automatic
mills carried out in laboratories of VNIIMETMASH. As a result of these researches
it is stated that at axial loading the rod takes the form of a spring [10].

As an example, consider the impact process in the secondary capture of metal
by rolls of tube rolling mill. The scheme is shown in Fig. 4.

The peculiarity of the impact process is that the secondary capture of the work
piece is clamped in the caliber of the rolls and therefore the rolls participate in the
process of impact together with the conjugated parts. Therefore, the mass of the
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Fig. 3. Schemes of impact interaction

striking bodies can be defined from equality of kinetic energy of shafts rotation and
kinetic energy of advanced motion of the mass with the given mass:

M =
2J0ω

v20
,

where J0 is the inertia moment of the roll relative to its own rotation axis, ω denotes
the roll’s angular velocity and v0 stands for the collision velocity.

Fig. 4. Secondary capture of metal by rolls of tube rolling mill

So, in the given case the problem comes to impact of the mass body M on
the elastic rod, fastened by the opposite end. At collision between the sleeve and
mandrel, a contact force P (t) is produced, that from one side leads to plastic crushing
of the sleeve edge δ, and from the other side to longitudinal-cross-section oscillation
of the rod, instead of which according to the adopted calculation scheme we will
consider longitudinal oscillations of concentrated mass M .

The equation system of impact at capture of the metal by the rolls of the mill
generally contains three equations with three unknowns, at that the third equation
is a function of power connection

Mẍ+ cx = P (t),

mẍ+mδ̈ = −P (t),
δ = bPn.

(1)

With the help of the expression δ = λP the initial system differential equation
transforms into the differential equation with constant coefficients

P ′′′′ +AP ′′ +BP = 0,

A = 1+β+ω2mδ
mβδ ,

β = ω2

mβδ .

(2)
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By solution of this equation we obtain the meaning of power function, also quan-
tity of maximum meaning of amplification of impact.

The initial conditions for this equation are determined from the system (1) taking
into account the relations δ = λP , P (0) = 0, P ′(0) = v0

λ , P
′′(0) = 0, P ′′′(0) =

v0
mλ2

(
1 + 1

β

)
.

Preliminary calculations of forces of shock interaction showed that for the param-
eters proper for the system „sleeve-mandrel-rod“ of the automatic mill, the roots of
the characteristic equation usually are expressed in imaginary numbers. Therefore,
in this paper, the method of solving the differential shock equation is analyzed in
detail only for the case of imaginary roots of the characteristic equation. In such
cases, the solution of the differential shock equation can be written in the following
form

P = C1 cos(λ1t) + C2 sin(λ2t) + C3 cos(λ3t) + C4 sin(λ4t) , (3)

where λ1, λ2, λ3 and λ4 are the roots of the characteristic equation and C1, C2, C3

and C4 are the constants determined from the initial conditions.
By successive differentiation of the expression (3), taking into account the initial

conditions, we find the values of the above constants:

C1 = C3 = 0, C2 =
V0

λ2(λ24 − λ22)δ
·
(
λ22 −

1 + β

mβδ

)

C4 =
V0
λ4δ

[
1 − 1

λ24 − λ22

(
λ24 −

1 + β

mβδ

)]
.

So, the power function will have the form of

Pmax = C2 sin(λ2t) + C4 sin(λ4t) (4)

To determine the maximum value of the force of impact, it is necessary to find
the time corresponding to the maximum of the force function and substitute it in
the expression (3a), i.e.

Pmax = C2 sin(λ2tmax) + C4 sin(λ4tmax) .

Practical calculations by this method, carried out for the case of rolling pipes D127x4
from steel 10 on automatic mill of pipe rolling unit 140, showed that the maximum
value of the impact force is about 31.5 tons. According to the reference data, the
axial force on the rod of automatic mill during the oral rolling process for the same
pipe size is 24 tons, so that the maximum impact force is about 1.3 times higher
than this value.

3. Conclusions

1. At calculation of impact load in tube mills consideration of plastic deforma-
tion is realized by corresponding choice of the function of power connection of the
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interacting elements.
2. Linearization of the function of power connection significantly simplifies cal-

culations of the impact load.
3. Choice of the model for description of the impact process depends on the

character of the collision properties of the material of colliding bodies and velocity
of their reciprocal motion.
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Finite-time convergence of
gradient-based neural network for
solving Lyapunov matrix equation1

Shiheng Wang2, Shidong Dai3, Ke Wang3, 4

Abstract. With a new type of activation function — Li activation function, the gradient-
based neural network (GNN) is established to solve Lyapunov matrix equation. In this case, the
theoretical analysis shows that GNN can converge in finite time, while it can converge only in
infinite time with conventional activation functions, such as linear and power-sigmoid. Numerical
results confirm that GNN with Li activation function can not only globally converge to the solution
of the Lyapunov matrix equation but also converge in finite time, compared with the conventional
two activation functions.

Key words. Gradient-based neural network, global convergence, finite-time convergence,
Laypunov matrix equation, online solution, activation function

.

1. Introduction

The applications of Lyapunov (or Lyapunov-like) matrix equation exist widely in
many different engineering and scientific computing areas, such as linear algebra [1],
control theory [2], boundary value problem [3], signal processing [4] and optimization
[5].

With the development of neural networks theory [6, 7], more and more authors
use neural networks approaches for solving linear systems and matrix equations. To
construct a neural network, the first and foremost thing is to define a scalar-valued
norm-based energy function. The minimum point (it is generally a global minimum)
of the energy function corresponds to the solution of the original problem. Then
one should minimize the energy function. The most common method is to find the
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negative gradient direction. Therefore, in [8], the gradient-based neural network
(GNN) model was proposed for solving Lyapunov matrix equation. And the authors
of [9] improved the GNN model by using different activation functions, and indicated
that the GNN model without activation function is equivalent to the improved GNN
model with linear activation function. They also proved that the improved GNN
model with power-sigmoid activation function has a superior convergence. But the
improved GNN model with the suggested activation functions never converges to
the accurate value in finite time.

In this paper, the improved GNNmodel is suggested for solving the Lyapunov ma-
trix equation with a new activation function referred to Li activation function which
was suggested in [10]. This improved GNN model was included in the proceedings
of the 4th International Conference on Information Technology and Management
Innovation (ICITMI 2015) [11]. Here, the details of this model are presented. The
global convergence, finite-time convergence and the upper bound of the convergent
time are provided. Computer simulations are given to demonstrate the theory.

The remainder of the paper is organized as follows. Section 2 introduces the
background of Lyapunov matrix equation. Section 3 gives the detail of the GNN
model for solving Lyapunov matrix equation, and four conventional types of acti-
vation functions and Li activation function are also introduced in this section. In
Section 4 it is proved that the improved GNN model with Li activation function
can converge to the exact solution of the Lyapunov matrix equation asymptotically.
A theorem is also given in this section to show the finite-time convergence of the
improved GNN model with LI activation function. Section 5 gives the numerical
results. Finally, in Section 6, the conclusion is presented.

2. Lyapunov matrix equation

In scientific and engineering areas, it is crucial to analyze the stability of given
systems. For the linear time-invariant (LTI) dynamical control system, a host of
methods have been put forward to analyze its stability, such as Nyquist method [12]
and Routh-Hurwitz method [13]. However, these methods are not effective enough to
deal with the nonlinear dynamical control systems. Instead, Lyapunov methods are
effective approaches to handle various kinds of nonlinear and linear systems. Below,
a simple example is introduced to show how Lyapunov method works to analyze the
stability of the LTI dynamical control system.

Consider a continuous-time linear autonomous system

ẋ(t) = Ax(t), x(t0) = x0 ∈ Rn, (1)

where x(t) is a state vector and A ∈ Rn×n is the coefficient matrix. The matrix A is
called stable (also Hurwitz or negative stable in the literature) if all its eigenvalues
have negative real parts. If A is stable, the equilibrium of linear system [1] is unique
and such a system is asymptotically stable. Then the system is asymptotically stable
is equivalent to A is stable. To check the stability of system [1], the first and foremost
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is to build an energy function (also called Lyapunov function)

V (x) = xTPx, (2)

here P ∈ Rn×n is a symmetric positive definite matrix. Then the time derivative of
the Lyapunov function is

dV

dt
=

dV (x)

dx(t)

dx(t)

dt
= ẋTPx+ xTPẋ = xT(ATP + PA)x, (3)

defining
ATP + PA = −C, (4)

where C is a symmetric positive definite matrix. Eq. (4) is the well-known Lyapunov
matrix equation.

Solving Lyapunov matrix equation is an important approach for checking the
stability of A. To check the positive definiteness of P , the following theorem is
needed.

Theorem 2.1 [14]: A matrix A ∈ Rn×n is stable if and only if there exists a pos-
itive definite solution to the Lyapunov matrix equation (4) where C is a symmetric
positive definite matrix.

In (4), C is often chosen as identity matrix. With Theorem ??, checking the
stability for an arbitrary matrix A ∈ Rn×n is transferred to the simpler problem of
checking positive definiteness for a symmetric matrix P . Moreover, the following
theorem guarantees the existence and uniqueness of P to Lyapunov matrix equation
(4).

Theorem 2.2 [15]: The necessary and sufficient condition for the existence of
a unique solution of Lyapunov matrix equation (4) is that no two eigenvalues of
matrix A ∈ Rn×n, λi(A) and λj(A), i, j = 1, 2, . . . , n, add up to zero for any time.
In mathematics.

λi(A) + λj(A) 6= 0, for all λi(A), λj(A) ∈ δ(A), i, j = 1, 2, . . . , n, (5)

where λi(A) denotes the ith eigenvalue of matrix A, and δ(A) denotes the eigenvalues
set of matrix A.

3. Gradient-based neural network (GNN) model

Consider the Lyapunov matrix equation

ATX +XA = −C, (6)

where A ∈ Rn×n is the coefficient matrix, and C ∈ Rn×n is positive definite. Accord-
ing to the traditional gradient-based algorithm, the first and foremost is to define
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an energy function ε(X) based on a nonnegative scalar-valued norm:

ε(X) =
‖ATX +XA+ C‖2F

2
, (7)

where ‖ · ‖F denotes the Frobenius matrix norm, i.e., ‖A‖F =
√

trace(ATA), and
trace(ATA) is the trace of ATA. Thus, it follows

ε(X) =
trace((ATX +XA+ C)T(ATX +XA+ C))

2
. (8)

With the basic differential properties of the trace of a product matrix PZQ:

∂trace(PZQ)

∂Z
= PTQT,

∂trace(PZTQ)

∂Z
= QP, (9)

where P , Z and Q are arbitrary matrices with appropriate order, the following can
be obtained

∂ε(X)

∂X
= A(ATX +XA+ C) + (ATX +XA+ C)AT. (10)

By evolving along the negative gradient of such an energy function ε(X), the fol-
lowing classical GNN model is taken

Ẋ(t) = −Γ (A(ATX +XA+ C) + (ATX +XA+ C)AT), (11)

where Γ is a positive definite matrix, and the time varying matrixX(t), starting from
an initial condition X0 = X(0) ∈ Rn×n, is the activated state matrix corresponding
to the theoretical solutionX∗(t) of (6). Usually Γ is simply taken as γI with constant
scalar γ > 0 and I is identity matrix. And γ should be set as large as the hardware
permit and is generally used to scale the convergence rate [16].

Nonlinearity always exists even if the linear activation function is used. The
nonlinear phenomenon may appear in the hardware implementation, e.g., in digital
realization due to truncation and round-off errors. Inspired by this, in 2005, Zhang
et al. combined four kinds of activation functions with the ZNN model [17]. In [9],
to solve the Lyapunov matrix equation the author added the four kinds of activation
functions to the classical GNN model, where the author called the new GNN model
the improved GNN model. Here is the improved GNN model,

Ẋ(t) = −Γ (AF(ATX +XA+ C) + F(ATX +XA+ C)AT), (12)

where F(·) is a function of matrix, defined as follows:

F(A) = f(aij), A ∈ Rn×n, i, j = 1, 2, · · · , n. (13)

The following is the four kinds of activation functions:

1. linear activation function f(x) = x;
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2. bipolar sigmoid activation function f(x) = (1−exp(−ξx))/(1+exp(−ξx)) with
ξ ≥ 2;

3. power activation function f(x) = xp with odd integer p ≥ 3 ;

4. power-sigmoid activation function

f(x) =


xp, |x| ≥ 1,

1 + exp(−ξ)
1− exp(−ξ)

· 1− exp(−ξx)
1 + exp(−ξx)

, |x| < 1,
(14)

with suitable design parameters ξ ≥ 2 and p ≥ 3.

In [9], the author proved that with the linear and the power-sigmoid activation
functions the GNN model [12] can converge to the solution of the Lyapunov matrix
equation globally. But how to find the accurate solution to the Lyapunov matrix
equation with the GNN model [12] in finite time? In the remainder of this paper,
we will combine a new activation function, presented in 2013 [10] and referred to Li
activation function, to the GNN model [12]. Both theoretical analysis and numer-
ical simulation show that when using GNN model [12] with this type of activation
function to solve the Lyapunov matrix equation, the state matrix X(t) can converge
to the accurate solution in finite time. Here is the Li activation function

f(x) =
1

2
sigr(x) +

1

2
sig

1
r (x), (15)

where x ∈ R, r > 0 is a parameter. The function sigr(x) is defined as follows

sigr(x) =


|x|r, if x > 0,

0, if x = 0,

−|x|r, if x < 0.

(16)

For the Li activation function defined in [15] and [16], it is easy to see that for
a positive constant ρ, the case r = ρ is always same to the case r = 1/ρ. Then
it is only needed to consider the Li activation function with 0 < r ≤ 1 or r ≥ 1
without loss of generality. The Li activation function with different r ≥ 1 is shown
in Fig. 1. From the figure, it can be seen that the Li activation function is reduced
to the linear activation function when r = 1, and for |x| � 1 with r increasing, the
Li activation function approaches 1

2 sig(x).

4. Global convergence and finite-time convergence

It is easy to see that both sigr(x) and sig
1
r (x) are monotonically increasing odd

functions. Then it can be said that the Li activation function f(x) = 1
2 sig

r(x) +
1
2 sig

1
r (x) is a monotonically increasing odd function, thus the following theorem

holds:
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Fig. 1. The Li activation function at r = 1, r = 2, r = 3, r = 4 and r = 5

Theorem 4.1 If Theorem 2.2 is satisfied, X∗ is the unique solution of Lyapunov
matrix equation (6). By using the GNN model (12) with Li activation function, the
state matrix X(t) staring from any initial state X0 always converges to X∗.

To prove this theorem, the following two definitions of Kronecker product and
vectorization should be given.

1. In a general situation, for given matrices A = [aij ] ∈ Rm×n and B = [bij ] ∈
Rp×q, the Kronecker product of A and B, denoted by A⊗B, is defined as the
following block matrix

A⊗B =

 a11B · · · a1nB
...

...
...

am1B . . . amnB

 ∈ Rmp×nq, (17)

which is also known as the direct product or tensor product. Note that, in
general, A⊗B 6= B ⊗A. Specially, I ⊗A = diag(A,A, · · · , A).

2. In a general situation, X = [xij ] ∈ Rm×n can be changed to a column vec(X) ∈
Rmn×1, where vec(X) is called vectorization and defined as

vec(X) = [x11, · · · , xm1, x12, · · · , xm2, · · · , x1n, · · · , xmn]T. (18)

With the definitions of Kronecker product and vectorization, it is possible to
change a matrix equation to a general system of linear equations. For instance,
AXB = C, where A ∈ Rm×m, B ∈ Rn×s, C ∈ Rm×s, can be changed to Gx = c,
where G = A⊗BT, x = vec(X), c = vec(c).

Proof of Theorem 4.1. First, change the GNN model (12) to the following
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(for the sake of simplicity, argument t is dropped hereafter),

vec(Ẋ) = −γ((A⊗ I)F((AT ⊗ I)vec(X) + (I ⊗AT)vec(X) + vec(C))
+(I ⊗A)F((AT ⊗ I)vec(X) + (I ⊗AT)vec(X) + vec(C)))

= −γ((A⊕A)F((AT ⊕AT)vec(X) + vec(C))),
(19)

where

A⊕A = A⊗ I + I ⊗A, (20)
AT ⊕AT = AT ⊗ I + I ⊗AT, (21)
(A⊕A)T = AT ⊕AT. (22)

Denoted by M = AT ⊕AT,MT = A⊕A, y = vec(X), Eq.(19) is changed to

ẏ = −γMTF(My + vec(C)). (23)

By defining solution error ỹ = y − vec(X∗), the following is obtained

˙̃y = −γMTF(Mỹ). (24)

Then a candidate Lyapunov function is defined as V (ỹ(t), t) =
‖ỹ‖22
2 = ỹTỹ

2 . It is
easy to see that V (ỹ) > 0 if ỹ > 0, V (ỹ) = 0 if and only if ỹ = 0 and V (ỹ) → ∞
when ‖ỹ‖2 →∞. For the system (16), the time derivation of V (ỹ) is

V̇ =
dV

dt
= ỹT ˙̃y = −γ(Mỹ)TF(Mỹ), (25)

= −γ
n2∑
k=1

[Mỹ]kf([Mỹ]k). (26)

Because Li activation function is an odd monotonically increasing function, it has
these properties: (i) f(−u) = −f(u), (ii) if u > 0, f(u) > 0. It is also known that
γ is a positive constant and M is a nonsingular matrix. The following conclusions
are easily obtained: V̇ (ỹ) < 0 as ỹ 6= 0; V̇ (ỹ) = 0 if and only if ỹ = 0.

By Lyapunov stability theory, ỹ = 0 is globally asymptotically stable, i.e., as
t→∞, ỹ → 0 and ỹ = 0 means ỹ(t) = vec(X∗).

The proof is completed.
The following theorem shows that by using the GNN model (12) with Li activa-

tion function the exact solution to the Lyapunov matrix equation can be obtained
in finite time.

Theorem 4.2 If Theorem 2.2 is satisfied. X∗ is the unique solution of Lyapunov
matrix equation (6). By using the GNN model (12) with Li activation function
with 0 < r < 1, the state matrix X(t) could converge to the exact solution X∗ in
finite time t < ‖X0−X∗‖1−rF

γ(1−r)(αn )r+1 , where X0 is the initial state matrix, α is the minimum
eigenvalue of matrix M = AT ⊕AT and n is the order of matrix A.

Proof of Theorem 4.2. Based on the Eq.(24) and the Li activation function
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f(x), the following holds:
In the case [Mỹ]k > 0,

V̇ = −γ
n2∑
k=1

[Mỹ]k([Mỹ]rk + [Mỹ]
1
r

k ), (27)

= −γ
n2∑
k=1

([Mỹ]r+1
k + [Mỹ]

1
r+1

k ). (28)

In the case [Mỹ]k < 0,

V̇ = −γ
n2∑
k=1

−|[Mỹ]k|(−|[Mỹ]k|r − |[Mỹ]k|
1
r ), (29)

= −γ
n2∑
k=1

(|[Mỹ]k|r+1 + |[Mỹ]k|
1
r+1). (30)

These two cases can be combined the following equation

V̇ = −γ
n2∑
k=1

(([Mỹ]2k)
r+1
2 + ([Mỹ]k2)

1
r
+1

2 ). (31)

Suppose [Mỹ]2j is the maximum element of vector Mỹ, then

V̇ = −γ
n2∑
k=1

(([Mỹ]2k)
r+1
2 + ([Mỹ]2k)

1
r
+1

2 ) (32)

≤ −γ
n2∑
k=1

([Mỹ]2k)
r+1
2 (33)

≤ −γ([Mỹ]2j )
r+1
2 (34)

≤ −γ(
n2∑
k=1

[Mỹ]2k
n2

)
r+1
2 (35)

= −γn−(r+1)(

n2∑
k=1

[Mỹ]2k)
r+1
2 . (36)

The proof of Theorem 4.1 indicates that M is nonsingular. Assume α is the
minimum of |λi(M)|, then
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V̇ ≤ −γn−(r+1)(

n2∑
k=1

[Mỹ]2k)
r+1
2 (37)

= −γn−(r+1)((Mỹ)T(Mỹ))
r+1
2 (38)

≤ −γn−(r+1)αr+1(‖ỹ‖22)
r+1
2 (39)

= −2
r+1
2 γ(

α

n
)r+1V

r+1
2 . (40)

Solving the differential inequality V̇ ≤ −2 r+1
2 γ(αn )

r+1V
r+1
2 with the initial con-

dition V0 =
‖y0−vec(X∗)‖22

2 =
‖X0−X∗‖2F

2 , the following inequalities hold

V −
r+1
2 V̇ ≤ −2

r+1
2 γ(

α

n
)r+1, (41)∫ t

0

V −
r+1
2 V̇ dt ≤

∫ t

0

−2
r+1
2 γ(

α

n
)r+1dt, (42)

V
1−r
2 (t) ≤ V

1−r
2 (0)− 2

r−1
2 (1− r)γ(α

n
)r+1t. (43)

As V (t) is defined to be a Lyapunov function, it is easy to see ∀t ≥ 0, V (t) ≥ 0.
Then the following conclusion holds:

V (t)


≥ 0, if 0 ≤ t ≤

‖X0 −X∗‖1−rF

γ(1− r)(αn )r+1
,

= 0, if t >
‖X0 −X∗‖1−rF

γ(1− r)(αn )r+1
.

(44)

Here V (t) = 0 means X(t) = X∗. Then it can be said that X(t) converges to
the exact solution X∗ in finite time t = ‖X0−X∗‖1−rF

γ(1−r)(αn )r+1 .
It completes the proof.
Remark. If r > 1, similarly, an upper bound of the convergence time can also be

obtained. However, by the definition of Li activation function, r ≥ 1 and 0 < r < 1
is same. So it is only need to consider 0 < r < 1 or r > 1. And in either case, the
convergence time t has the same supremum which is smaller than the upper bound
obtained in Theorem 4.2.
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5. Illustrative example

For illustration and comparison, consider Lyapunov matrix equation (6) with the
following coefficients (which is the same as Example 4.9 in [16]

A =

 0 1 0
0 0 1
−1 −2 −3

 . (45)

Taking C as an identity matrix, if the routine X = lyap(AT, C) is used, the
theoretical solution can be obtained:

X∗ =

 2.3 2.1 0.5
2.1 4.6 1.3
0.5 1.3 0.6

 . (46)

Figure 2 depicts a typical trajectory of X(t) using the GNN model (12) with Li
activation function and r = 1/3, γ = 10.

Fig. 2. Evolution of X(t) with respective to time for the improved GNN model
(12) with Li activation function and r = 3

By the global convergence (Theorem 4.1), the initial matrix X0 is randomly
generated within [−2, 2]3×3. As X∗ is a symmetric matrix, here we only need to
display x11(t), x12(t), x13(t), x22(t), x23(t), x33(t). From this figure, it can be
observed that the neural network output X(t) reaches the exact solution X∗ in a
period of time (approximately 6 seconds which should be close to the supremum).
This shows the finite-time convergence.

Figure 3 depicts the finite-time convergence of GNN model (12) with Li activation
function which is compared with the GNN model (12) with the linear and power-
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sigmoid functions, where r = 1/3, p = 3, ξ = 4, γ = 10 and

X0 =

 0.1 0.1 0.1
0.1 0.1 0.1
0.1 0.1 0.1

 , (47)

and the error is defined as ‖X(t)−X∗‖F .

Fig. 3. Comparisons of the improved GNN model (12) with different activation
functions

From this figure, it can be observed that the GNN model (12) with Li activation
function can converge to the exact solution in about 6 seconds (The upper bound
is about 14.4 seconds by Theorem 4.2) compared to the GNN model (12) with
the linear and power-sigmoid activation functions which can converge to the exact
solution only in infinite time. In contrast, the GNN model (12) with power-sigmoid
and linear activation functions still have a relative large error at t = 6. It is also
seen that at the end of the simulation the GNN model (12) with power-sigmoid and
linear activation functions still can’t return the true solution X∗.

Figure 4 shows the comparison of the GNN model with the Li activation function
and r = 1/2, r = 1/3, r = 1/4 and r = 1/5. It can be seen that when 0 < r < 1 a
faster convergence rate can be obtained with r decreasing.

6. Conclusion

In this paper, Li activation function is combined with the GNN model for solving
Lyapunov matrix equation. Compared with traditional activation functions such as
the linear and power-sigmoid activation functions, the GNN model with Li activation
function can converge to the exact solution of Lyapunov matrix equation in finite
time. Also, the global convergence and finite time convergence are analyzed and
proved. The upper bound of the convergence time is also given. Numerical example
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Fig. 4. Comparisons of the improved GNN model (12) with the Li activation
functions with different r

illustrates the global convergence and finite time convergence.
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The analysis of high-strength concrete
slump and strength based on GA-SVM1

Qiang Li2, 3, Xiaofeng Liu4, 5

Abstract. This paper proposes a support vector machine with genetic algorithm opti-
mized parameters for predicting of high-strength concrete (HSC) slump and strength. The rules
of strength variation with time and slump variation with the level are found through creating a
support vector machine (SVM) model. The experimental result presents that this method supports
nonlinear prediction comparing with the partial least square regression (PLSR) and computes more
precise through less sample training comparing with BP. In addition, the variation rule of HSC in
a deeper level is obtained according to the analysis of the fitting function.

Key words. High-strength concrete, slump, compressive strength, SVM, genetic algorithm;
BP network, PLSR.

1. Introduction

Compressive strength and slump are the main causes to contribute to the perfor-
mance indicators of concrete structure [1]. Generally, slump and strength of concrete
are assessed in 28th day as performance reference. By our analysis, the performance
of high-strength concrete variation with its own characteristics is different from or-
dinary concrete.

Many experiments and analytical methods have been used to predict the slump
and strength of high-strength concrete (HSC), where multi-variables linear regression
methods are mainly used; however, this method is weak in slump prediction, because
the change of the slump is not linear. BP neutral network has been applied to predict
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the strength of concrete with more satisfying effect in comparison [1]. However, it
needs more training data to enhance the precision in practice [2].

The artificial neural network methods (ANNs) are the most popular among ma-
chine learning methods and have been proposed for predicting the strength of con-
crete. For example, back propagation (BP) neutral network is applied in the analysis
of concrete structure [3], but this method needs large data for training.

The support vector machine is a fashionable machine learning algorithm presently
owing to its advantages, such that it can find the global minimum point and obtain
a more precise prediction effect with less training data [4].

This paper attempts to use the return of the machine algorithm in SVM to predict
and analyze the slump and strength of HSC.

The parameters’ setting of SVM is a key factor in the performance of support
vector machine, thus it must be set carefully. It is proposed that a genetic optimiza-
tion algorithm to compute the parameters for solving this problem automatically in
our experiment.

In this paper, an SVM method is utilized to predict the slump and the compres-
sive strength of high-strength concrete, with nonlinear regression constructed by this
method [4]. In addition, through the analysis of the results of fitting, the special
variation discipline of slump and compressive strength of HSC be found.

2. Partial least squares regression

2.1. The principle of PLSR

Let us consider m independent variables X1, . . ., Xm and n dependent variables
Y1, . . ., Yn. The principle of PLSR is following:

First, it is obtained the first principal component T1, that is a linear combina-
tion of variables X1, . . ., Xm with extraction of more variation information in the
independent variables. Meanwhile, it is also obtained the first principal component
U1, that is a linear combination of variables Y1, . . ., Yn, with the maximum degree
of correlation between T1 and U1.

Then the regression of dependent variables Y1, . . ., Yn and T1 is constructed. If
the precision of regression is satisfactory, the algorithm ends, otherwise it continues
to extract the second principal component, repeating the above steps until meeting
the required accuracy.

Ultimately, the r components T1, . . ., Tr of independent variables are obtained for
constructing the regression of Y1, . . ., Yn, then the dependent variables Y1, . . ., Yn are
expressed by the independent variables X1, . . ., Xm, that is final partial least squares
regression equation [5].

2.2. The features of PLSR

The essence of PLSR is the translation and rotation of original coordinate system
so that a new coordinate’s origin coincides with the center of gravity of the sample
points.
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PLSR has a very strong ability to set up forecasting model, but useless orthogonal
information will decrease the forecasting accuracy. In addition, PLSR is a linear
regression method, that it is incapable in the case of nonlinear relationship.

3. Principle of BP neural network

3.1. The structure of BP neural network

There is a multi-layer feed-forward network in BP neural network. The net-
work includes an input layer, an output layer and at least one hidden layer. Each
layer consists of several neurons. Adjacent neurons connect between the two layers
through the weight. And there is no direct relation between neurons in same layer.
The structure of a simple BP network is shown in Fig. 1.

Fig. 1. Structure of a simple BP network

3.2. BP learning algorithm

This machine learning algorithm is a steepest descent method, that it adjusts
the weight between neurons by sample training for the smallest output error, called
error back-propagation learning [3].

After the trained machine has obtained the stable and optimized weights, it can
predict a value by inputting testing data.

3.3. The features of BP network

BP network can achieve non-linear function fitting and forecasting, but training
is slow, requires a lot of training data, and often falls into a local minimum.
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4. Support vector machine regression

4.1. The principle of SVM

SVM is mainly based on the following idea [6]:
Firstly, it is converted from the sample space x1, y1, . . . , xr, yr ∈ Rn to a high-

dimensional feature space by non-linear mapping function Φ(·). In the feature space,
the optimal decision function is constructed. And the kernel function K(xi,yj

) is
introduced to replace the dot product in the space for decreasing computation.

The optimal decision function is defined as

y(x) = sgn(w · Φ(x) + b) . (1)

By introducing slack variables ξi, one can resolve a problem when some vectors
xi are divided into the wrong place [9]. The parameter C is a penalty factor. Thus,
the optimal problem can be simplified using the following expression

min J(ω, ξ) =
1

2
‖ω‖2 + C

M∑
i=1

ξi, C > 0 ,

s.t. [Φ (xi) · w + b] ≥ 1− ξi
,

ξi ≥ 0, i = 1, 2, · · · , l . (2)

Further, it can be converted from the above expression to the quadratic program-
ming problems by Lagrange method.

maxW (α) = −1

2

l∑
i,j=1

αiyiyjK(xi, xj)αj +

l∑
i=1

αi,

s.t.

l∑
i=1

αiyi = 0, 0 ≤ αi ≤ c, i = 1, 2, · · · , l . (3)

Thus, the nonlinear regression function takes the form [9]

f(x) =

l∑
i,j=1

(αi − αj) ·K (xi · x) + b . (4)

For the nonlinear mapping, in this work the Gaussian kernel function is selected
as

K (xi, x) = exp(−‖x− xi‖
2

2σ2
) . (5)

The parameters of C and σ play a very key role in the performance [7]. Generally
they are set by experience that leads to low performance in computation. In this
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experiment, they are set by genetic algorithm automatically.

4.2. The features of SVM

Tee support vector machine has an excellent performance in non-linear fitting
function and prediction with the characteristics of high precision, quick response
and less data.

4.3. GA-–SVM algorithm

In this paper, genetic algorithm (GA) is used to set penalty factor C and kernel
parameter σ so that SVM reaches an excellent performance.

The main idea of genetic algorithm is a simulation of genetic selection, crossover
and mutation in nature, which it is a biologically motivated adaptive system [8].
It is the most effective approach to set the optimal parameters without human
intervention. The principal method is as follow:

Step 1. Encoding chromosomes: each of parameters needs to be encoded by
binary respectively after initializing parameters.

Step 2. Fitness function is constructed by root mean square error (RMSE) in
order to guide the search.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − yi)2 . (6)

Step 3. Sample xi is selected by the following formula, which computes the
possibility psi of selected sample xi, assuming the fitness of sample xi as fi. That is
a plot for keeping species elitist in the next generation.

psi =
fi∑
fi
. (7)

Step 4. Crossover and mutation: the genetic segments will be exchanged in
the breaking points between two chromosomes in terms of single-point crossover
principle. Mutation is a process that one bit of information randomly alters from
"1" to "0" or from "0" to "1" in accordance with roulette wheel model [9].

Step 5. Breeding the next generation.
Step 6: When the number of population is constant, the chromosomes are the

final results; otherwise go back to Step 2.

5. Experiment and analysis

5.1. The strength and slump model of HSC

5.1.1. Experimental method and experimental data. The goal of this experiment
is to predict the strength and slump of HSC in first 28 days.
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There are too many factors that can influence the slump and strength of high-
strength concrete [1], [3]. Generally considered, major factors including water, ce-
ment, fly-ash, silica-fume, sand, gravel, sand ratio, super plasticizer and exposed
days are selected as input feature parameters, while output values are slump and
strength.

There are six big groups of data, representing the six different grades from C50 to
C100. Each big group contains 14 small groups, with each small group including data
of every seven days from the first day to the ninety-one day and having 3 samples.
The data are from the Department of Material Engineering of TYUT. Nine groups
data of C50, C80 and C100 are listed in Table 1, where the samples No. 3 and No. 6
(randomly selected) are used as the test samples, the remaining groups servings as
training samples.

MATLAB SVM toolbox is used to train the data and with CityplaceMATLAB
StateGA toolbox to search for better combinations of the parameters in SVM [9].

MATLAB neural network toolbox is used to train the BP neutral network and
determine the optimal number of hidden layer neurons, the training function and
learning rate.

MATLAB PLSR function is used to calculate data and predict trends.

5.1.2. Experimental parameters. The computing parameters of GA are listed in
Table 2 and parameters of SVM are listed in Table 3.

5.1.3. Analysis and results. Figure 2 shows the strength fitting for different lev-
els in the 28th day. After computing the compressive strength variation of different
concrete grades, the results are shown in Tables 4 and 5.

Fig. 2. Strength fitting for different levels in the 28th day
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It can be found in Fig. 2 that the three curves represent almost linear change in the
same direction along with the strength grade. Table 4 shows that the learning time
and testing time of GA-SVM is faster, meanwhile with smaller error by comparing
with BP neural networks. We can see in Table 5 that the three methods to predict
the results are basically identical.

Table 2. The results of the genetic algorithm

Algorithm
name

Average number of
iterations

Average conver-
gence time (ms)

Global optimal
probability (%)

GA 92 101 70.51

Table 3. Selected parameters for SVM

Parameters Value by GA

C 200

δ2 0.21

Table 4. The effectiveness of three methods

Methods Learning time
(ms)

Testing time
(ms)

Mean squared
error (MSE)

Maximum
error

GA-SVM 221 32 0.006 1.8

BPNN 870 113 0.012 1.7

PLSR 90 0.2 0.037 3.5

Table 5. The compressive strength prediction of three methods

Test sample Actual Value GA-SVM BPNN PLSR

No. 3 60.1 60.5 61.1 59.7

No. 6 86.3 84.7 85.2 84.3

After computing the slump variation of different concrete grades, the results are
shown in Tables 6 and 7.

Table 6. The compressive strength prediction of three methods

Methods Mean squared error (MSE) Max error

GA-SVM 0.021 4
BPNN 0.043 9.5
PLSR 2.731 23
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Table 7. The slump prediction of three methods

Test sample Actual Value GA-SVM BPNN PLSR

No. 3 192 194 188 173
No. 6 160 162 174 168

Figure 3 shows that slump does not increase monotonously along with the in-
crease of strength grade, presenting highly nonlinear relationship, and PLSR method
failures in this case. However, this change rule can be basically is captured by the
BP and SVM methods.

Fig. 3. Slump fitting for different levels in the 28th day

Looking carefully at the curves at the same time, we can also further find that the
SVM method can be more accurate fitting sample points by comparing with BPNN.
Between strength grades 60 and 70, there is a minimum point of BPNN fitting
curve, having a maximum error around this point. According to the analysis of
"The clinical phenomenon", it is drawn that BPNN method easily falls into a local
minimum [2]. This situation does not exist in SVM method, since SVM method
obtains optimization in the global.

5.2. Hardening procedure model of HSC

5.2.1. Experimental method and experimental data. The purpose of this experi-
ment is to fit the hardening process of high-strength cement. The calculation tools,
method and data are same as the previous experiment, moreover, a time factor is
added into the analysis model.
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5.2.2. Analysis and results. After computing the dependence of compressive
strength variation on time, the results are shown in Tables 8 and 9.

Table 8. The effectiveness of three methods taking into account the time factor

Methods Learning time
(ms)

Testing time
(ms)

Mean squared
error (MSE)

Maximum
error

GA-SVM 521 82 0.003 0.97

BPNN 1982 97 0.021 2.3

PLSR 133 0.2 0.792 21.2

Table 9. The strength prediction of three methods

Test sample Actual
Value

Days GA-SVM BPNN PLSR

C50 53 29 52.3 52.7 48.3

C80 81 36 80.5 82.7 67

C100 101 90 100.6 101.2 113

By comparing, Table 9 demonstrates that the learning time and testing time of
GA-SVM is faster and its error is smaller. It also displays that PLSR method cannot
be applied in the whole hardening process of high-strength concrete.

The training and the testing parameters during this process present: the efficiency
and error of GA-SVM can meet the needs of HSC. That is to say, GA-SVM is more
senior to BPNN in the aspect of high-strength concrete strength prediction.

6. Conclusion

In this paper, a new GA-SVM method is applied to predict the slump and
strength of high-strength concrete.

In this approach, genetic algorithm is used to set up adaptive parameters for the
SVM.

It is obviously found the different effects using three methods respectively with
the same experimental data.

By comparisons, the computed precisions of GA-SVM are superior to BP neural
network and PLSR.

And it also reveals that the GA-SVM method is very promising for predicting the
slump and strength of HSC according to computation effectiveness and precision.
By the analysis of these experiment results, it is found that strength variation of
HSC is not linear, and the compressive strength in 28th day is not the final value,
further still a lot to increase after 28th day. In addition, addition, it is observed that
slump with the change of strength grade is monotonous.
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It can be found in Figs. 4–4 that the sample variation with time is nonlinear,
meanwhile both SVM and BPNN can reflect this nonlinear relationship.

Fig. 4. Strength fitting for C50 sample

Fig. 5. Strength fitting for C80 sample
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Fig. 6. Strength fitting for C100 sample

We also can draw that:
1. The compressive strength of HSC is still a lot of change after the first 28th

day that the change with time is nonlinear.
2. The compressive strength variation of HSC with time is linear before 35th day

basically, that the relationship can be reflected by PLSR.
3. The compressive strength value in 42nd day can be practically taken as the

hardening index of HS.
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Cooperative localization approach for
multi-robot systems based on state

estimation error compensation1

Zhang Shi-jie2, Shi Qing-sheng2, Cao Yi2

Abstract. In order to improve the localization accuracy of multi-robot systems, a coopera-
tive localization approach with communication delays is proposed in this paper. In the proposed
method, the reason of time delay for robots’ cooperative localization approach is analyzed firstly,
and then the state equation and measure equation were reconstructed by introducing the com-
munication delays into the states and measurements. Furthermore, the cooperative localization
algorithm using extended Kalman filtering technique based on state estimation error compensation
is proposed to reduce the state estimation error of delay filtering. Finally, the simulation and exper-
iment results demonstrate that the proposed algorithm can achieve good performance in location in
the present of communication delay, meanwhile, with reduced computational and communicative
cost.

Key words. Cooperative localization, multi-robots system, communication delays, state
estimation error compensation.

1. Introduction

Multi-robot systems were first proposed in early 1980s. In multi-robot systems,
team of robots can increase the reliability and performance over single robot. Ad-
ditionally, information can be shared across the team to improve the localization
accuracy. Multi-robot systems have been widely used in a variety of tasks such as
target tracking [1, 2], data collection [3], rescue [4–6] and formation [7, 8].

Precise knowledge about locations and poses of the robots in the multi-robot
systems is a basic condition for the collaborative tasks. One approach to localize
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the robots is to equip them with Global Positioning System (GPS) receivers and
use the GPS system. However, GPS signals are not available indoors and they
cannot directly provide the orientation information. An alternative approach is
cooperative localization(CL)in which robots work together and use the robot-to-
robot measurements to construct a map of their network [9]. Since the pioneering
works of Kurazume et al. [10] in 1994, the cooperative localization problem of multi-
robot systems has attracted the interest of many researchers in the past few years
[11, 12] .

In [13], a CL approach based on Extended Kalman Filter (EKF) was presented
to update an estimate of the robot poses in correspondence to each sensor measure-
ment. An entropic criterion was used to select optimal measurements that reduce
the uncertainty relative to the estimate of the robot poses. In [14], the relative
position information was used to improve the localization accuracy in a multi-robot
system. The upper bound of the uncertainty was described as a function of time
and noise characteristics of the robot sensors. In the above case, the effect of the
uncertainty in both the state propagation and the relative position measurements
is ignored, resulting in a simplified distributed algorithm. In [15] the sample-based
Monte Carlo Localization (MCL) algorithm was proposed to improve collaborative
localization of indoor robots team. The MCL algorithm was extended in [16] to the
case of two robots if the map of environment is available to both robots. However,
the drawback of MCL approach is that it can be only used in known environments.

In practical application, the communication constraints should be taken into ac-
count, the information from different types of sensors in the multi-robot systems
need to be fused. However, due to the different working frequency and the differ-
ent information processing time of these different proprioceptive sensors, it causes
many problems such as time-delay, which means the delayed measurements are used
when state filtering of sensor measurement outputs. Unexpected positioning errors
may increase or even filtering divergence if ignoring the influence of communication
delay. A delayed extended Kalman filter (DEKF) method was proposed to solve the
communication delay problem in CL [17, 18], the delayed information was converted
to current measurement after transformations, and then used for update. However,
this algorithm may fail due to large amount of calculations.

Consider the reason above, an extended kalman filtering (EKF) based on state
estimation error compensation is designed in this paper to deal with the commu-
nication delay. In the proposed method, the delayed measurements are predicted
in advance to compensate the state estimation error, and the proposed cooperative
localization algorithm is applied to leader-follower robot formation to demonstrate
the effectiveness of the proposed strategy.

2. Problem formulation

In this paper, we consider that each individual robot in the group carries sensors
to exchange information within the multi-robot systems. As shown in Fig. 1, assume
that at time t1, the Robot b sends communication and pose measurement requests
to Robot a. After the data transmission time Ta, Robot a receives the requests
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from Robot b at time t2, and it takes time Tb for processing those information.
Then, Robot a sends the relative distance and pose estimation to Robot b at time
t3, and Robot b receives the relative measurements from Robot a at time t4 after
data transmission time Tc. In the entire communication process, the time delay
we considered in this paper including data transmission time Ta and Tc, and the
information processing time Tb. In practical work, the data transmission time Ta
and Tc are typically very short, therefore, this paper will pay more attention to
the information processing time Tb. Consider the situation that the information
processing time Tb caused by communication device is usually fixed. Then, the
following time-invariant delay is considered in this paper:

Fig. 1. Time line of robot-to-robot communication

As stated previously, there are N filtering periods during the entire communica-
tion process. Denote Z(k) the measurements which Robot b received at time t4, the
relative range and absolute position information received from Robot a are used for
measurements update of the systems. Due to the existence of delay, these state vec-
tor used for measurements update are actually measured at time t2. Therefore, the
problem this paper deals with is how to improve the location accuracy and reliability
of the systems under the time-invariant delay.

2.1. The augmented state motion model with delay

Consider the augmented state model with time delay. For the convenience of
analysis, the leader–follower structure is used for the multi-robot systems in this
paper, and here we use symbol ts and tk substituting t2 andt4 in the following
equations.

The states of the systems are denoted as

X (k) = (xl (s) , yl (s) , xf (k) , yf (k) , θf (k))
T
, (1)

where the subscripts l and f denote the leader robot and follower robot respectively,
and xl (s), yl (s) denote the state of the leader robot at time ts, xf (k),yf (k),θf (k)
denote the state of the follower robot at time tk. Then, the linearized propagation
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equation for the follower robot is described as

X̃f (k + 1) = Φf (k) X̃f (k) + Γf (k)ωf (k) , (2)

where

Φf (k) = I + δt

 1 0 −δtvf (k) sin (θf (k))
0 1 δtvf (k) cos (θf (k))
0 0 1


Γf (k) =

 δt cos (θf (k)) 0
δt sin (θf (k)) 0

0 δt


and δtis the period time of sampling, vf (k) and θf (k) are the linear and rotational
velocities of the robot at time tk. Quantity ωf (k) is the system noise due to the
errors in the linear and rotational velocity measurements of the follower robot. The
system inputs are denoted as

u (k) = (xl (s) , yl (s) , vf (k) , θf (k)) . (3)

Then, the linearized augmented state equation is described as

X̃ (k + 1) = Φ (k) X̃ (k) + Γ (k)ω (k) , (4)

where 
X̃ (k + 1) =

[
X̃l (s+ 1)

T
X̃f (k + 1)

T
]T
,

ω (k) =
[
ωl (s)

T
ωf (k)

T
]T
,

Φ (k) = diag
(
Φl (s) Φf (k)

)
,

Γ (k) = diag
(
Γl (s) Γf (k)

)
.

and the system noise covariance is given as

Q (k) = E
[
ω (k) ωT (k)

]
=

[
σ2
v (k) 0
0 σ2

θ (k)

]
, (5)

and Φ (k) and Γ (k) are the Jacobian matrices of the state vector and error vector,
respectively.

2.2. Measurement model with delay

Supposing that the follower robot receiving the ranging information from the
leader robot. The range measurement model with communication delay can be
described shortly as

Z (k) = C (k)X (k) + v (k) . (6)

According to the states defined in (1), the states of the leader robot at time ts
and the states of the follower robot at time tk are included in the states of system.
However, the measurement of system only consist of self-location of the leader robot
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and the relative position information at time ts. Consider that the measurement at
tk equals to the measurement at ts after N filtering periods. Then the measurement
model can be reconstructed as

Z (k) = C (k)X (k) + v (k) = cl (s)Xl (s) + cf (s)Xf (s) + v (k) (7)

Utilizing the system state transition matrix, we have

Xf (s+ 1) = ϑ (s+ 1, k + 1)Xf (k + 1) = ϑ (k + 1, s+ 1)
−1
Xf (k + 1) (8)

where the relationship of the one-step prediction state of the follower robot at time
tk and the system state at time ts is described in (8). Substituting (8) in (7) yields

Z (k) = cl (s)Xl (s) + cf (s)Xf (s) + v (k)

= cl (s)Xl (s) + ϑf (k, s)
−1
Xf (s) + v (k)

=
[
cl (s) cf (s)ϑf (k, s)

−1
] [

Xl (s)
Xf (s)

]
+ v (k) ,

(9)

where the system state transition matrix is given as:

ϑ (k, s) =

k∏
i=s

ϑ (i) , (10)

ϑf (k, s)
−1

=

k∏
i=s

ϑf (i)
−1

=

[
1 −

∑k
i=s L (i)

0 1

]
,

L (i) =

[
−δt2Vf (i) sin (θf (i))
−δt2Vf (i) cos (θf (i))

]
cl (s) =

∂Z (s)

∂Xl(s, s− 1)T
, cf (s) =

∂Z (s)

∂Xf(s, s− 1)T
,

and the measurement noise covariance matrix s given by

R (k) = E
[
v (k) vT (k)

]
.

3. Cooperative localization with communication delays

The system and measurement model with communication delay has been ex-
pressed in the previous section. Based on the measurement update, this paper
propose a Delayed Extended Kalman Filter (DEKF) to deal with the problem of
cooperative localization with communication delays.

First, the one-step prediction state of the multi-robots system is given as follows:

_

X (k + 1, k) =
[

_

X l (s+ 1, s)
T _

X f (k + 1, k)
T
]T

(11)
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where
_

X l (s+ 1, s)
T and

_

X f (k + 1, k)
T denote the one-step prediction states of the

leader robot at time ts and the leader robot at time tk respectively.
Based on the linearized augmented state models (4), the one-step state prediction

is given as follows:
_

X (k + 1, k) = Φ (k)
_

X (k) (12)

and its covariance are also given as follows:

P (k + 1, k) = Φ (k)P (k)ΦT (k) + Γ (k)Q (k)ΓT (k) . (13)

The estimated state of the system is

_

X (k) =
_

X (k, k − 1) +K (k)
(
Z (k) − C (k − 1)

_

X (k, k − 1)
)
,

where K (k) is the filter gain with communication delays.
If the possibility of communication delays were not a consideration, the general

KF algorithm can be used to deduce the error prediction as follows:

_

X
′

(k, k − 1) = Φ (k − 1)
_

X (k − 1) =

= Φ (k − 1)

[
(I −K ′ (k − 1)C (k − 1))

_

X (k − 1, k − 2)
+K ′ (k − 1)Z (k − 1)

]
=

= Φ (k − 1)

[
(I −K ′ (k − 1)C (k − 1)) Φ (k − 2)

_

X (k − 2)
+K ′ (k − 1)Z (k − 1)

]
=

=

[
N−1∏
i=1

Φ (k − i) (I −K ′ (k − i)C (k − i))

]
Φ (s) ·

·

[
N−1∏
i=1

_

X
′

(s, s− 1) +K ′ (s)
_

X
′

(s, s− 1)

]
+

+

N∑
j=3

[ ∏j−2
i=1 Φ (k − i) (I −K ′ (k − i)C (k − i))
·Φ (k − j + 1)K ′ (k − j + 1)Z (k − j + 1)

]
+

+Φ (k − 1)K ′ (k − 1)Z (k − 1) .

The above formula described the correspondence between one-step predictive
state at time tk and the estimation states among N Kalman filters.

When communication delays are considered, that is the measurement is unknown
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at time ts. Then the above formula can be rewritten as

_

X
′

(k, k − 1) =
[∏N−1

i=1 Φ (k − i) (I −K (k − i)C (k − i))
]
Φ (s)

_

X (s, s− 1)

+
∑N
j=3

[ ∏j−2
i=1 Φ (k − i) (I −K (k − i)C (k − i))
·Φ (k − j + 1)K (k − j + 1)Z (k − j + 1)

]
+Φ (k − 1)K (k − 1)Z (k − 1) .

(14)
Then the error compensation of one-step predictive state at time tk can be ob-

tained as follows:

∆
_

X (k, k − 1) =
_

X
′

(k, k − 1)−
_

X (k, k − 1) . (15)

Note that K in (14) is difference from K ′, which is the filter gain without com-
munication delays. The filter gain K depends on measurement matrix C (s) and the
system measurement noise covariance matrix R (s). At time ts, the measurement
matrix and the measurement noise covariance matrix can be calculated as C ′ (s) and
R′ (s), then (15) can be rewritten as

∆
_

X (k, k − 1) =

[
N−1∏
i=1

Φ (k − i) (I −K (k − i)C (k − i))

]
Φ (s)M (s) , (16)

where
M (s) = K (s)

(
Z (s) − C (s)

_

X (s, s− 1)
)
. (17)

So the error compensation formula of one-step predictive state at time tk can be
written as

X (k, k − 1) = X ′ (k, k − 1) + ∆
_

X (k, k − 1) . (18)

Finally, the cooperative localization algorithm for multi-robot systems can be
summarized as follows:

3.1. Algorithm 1

1. Initialize: Assume that each robot in the system initially knows its pose with
respect to a given reference coordinate frame. As Fig. 1 shows, consider at
time tk, the follower robot receive the pose information from the leader robot
with time delay after N Kalman filters at time ts.

2. State prediction and compensation: Give the one-step state prediction and
covariance matrix:

_

X (k + 1, k) = Φ (k)
_

X (k)

P (k + 1, k) = Φ (k)P (k) ΦT (k) + Γ (k)Q (k)ΓT (k) .

Calculate the state estimation error compensation:

M (k) = Φ (k) (I −K (k)C (k))M (k − 1) ,
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∆
_

X (k + 1, k) = M (k)Φ (s)K (s)
(
Z (s) − C (s)

_

X (s− 1, s)
)
.

Compute the filter gain:

K (k + 1) = P (k + 1, k)CT (k)
[
C (k)P (k + 1, k)CT (k) +R (k)

]−1
.

Construct the error-state propagation equation and the covariance propagation
equation:

_

X (k + 1, k) = X ′ (k + 1, k) + ∆
_

X (k + 1, k) ,

_

X (k + 1) =
_

X (k + 1, k) +K (k + 1)
(
Z (k + 1) − C (k)

_

X (k + 1, k)
)

P (k + 1) = (I −K (k + 1)C (k + 1))P (k + 1, k) .

With the cooperative localization algorithm proposed above, the extended Kalman
filtering based on state estimation error compensation with communication delays
is designed to improve the location accuracy.

4. Simulation results

4.1. Setup

In this section, the performance of the proposed algorithm was evaluated by
a group of 2 robots with leader-follower structure as shown in Fig. 2. The group
of robots moves in a rectangular area in indoor environment. Both robots carry an
orientable range finder and wheel encoders for odometry. The range finder is used to
compute the measurements aimed at the leader robot. Both the range measurements
and the odometric measurements are supposed to be affected by a zero-mean white
Gauss noises.

Fig. 2. Experimental setup used for testing the proposed algorithm
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4.2. Results

In the simulations, it is assumed that the mean velocity of the robots is 1m/s
and the system noise and measurement noise covariance matrices are used as follow:

Q =

[
(0.1 m/s)

2
0

0
(
30
)2 ] ,

R =

[
(0.5 m/s)

2
0

0
(
0.50

)2 ] .
The communication delays are supposed to be time invariant, as 0.1 s. As shown

in Fig. 3, the true trajectory for the leader follower robots team is compared to the
trajectory estimated using the proposed cooperative localization algorithm.

Fig. 3. True trajectory and estimated trajectory for the leader-follower robots
team

Figure 4 shows the local enlarged drawing of true trajectory and estimated tra-
jectory. From the above simulation results, the effectiveness of the proposed method
were been verified.

Figures 5–7 illustrate the comparative error curves of the follower robot by using
the traditional EKF method in the first 100 steps and the proposed method in the
next 200 steps, respectively. It can be seen that the estimation errors of the proposed
algorithm are bounded in smaller range when compared with the traditional EKF
method.
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Fig. 4. Local enlarged true trajectory and estimated trajectory for the
leader-follower robots team

Fig. 5. X-position estimates (the first 100 steps using the EKF method without
considering the communication delays, the next 200 steps using the proposed

method)

5. Conclusion

In this paper, the delayed cooperative localization problem for leader-follower
robot system was considered. An extended Kalman filter approach based on state
estimation error compensation was proposed to keep positioning accuracy with com-
munication delays. The simulation and experiment results demonstrate that the es-
timation accuracy of the proposed method is comparable with the traditional EKF
localization method.
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Fig. 6. Y -position estimates (the first 100 steps using the EKF method without
considering the communication delays, the next 200 steps using the proposed

method)

Fig. 7. Orientation estimates (the first 100 steps using the EKF method without
considering the communication delays, the next 200 steps using the proposed

method)
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Raising reliability and reducing power
loss of power distribution network by
determining optimal location and size

of capacitor banks

Hossein Sabzali-Jamaat1, Yousef
Alinejad-Beromi2, Mohammad Hajivand3

Abstract. In this context, switching capacitor has been placed to improve reliability and
reduce power loss in radial distribution system. The objective function has been formulated based
on minimizing power loss and improving three reliability indices, which are: Cost of Energy Not-
Supplied (CENS), System Average Interruption Frequency Index (SAIFI) and System Average
Interruption Duration Index (SAIDI). This problem has been optimized by Group Search Opti-
mization (GSO) algorithm. The GSO algorithm is one of the newest and most powerful swarm
intelligence techniques. Simulation has been performed on IEEE standard test system by introduc-
ing several scenarios based on the number of capacitor banks.

Key words. Capacitor placement, reliability improvement, power loss reduction, group
search optimization algorithm, distribution system.

1. Introduction

Capacitors are widely installed in distribution systems for reactive power compen-
sation is done to indirectly reduce the real power loss, voltage regulation and system
capacity release. And, the installation of shunt capacitors in primary distribution
systems can also effectively reduce peak power and energy losses [1].

The published works have been categorized in four groups; which are: evolu-
tionary algorithm, analytical-mathematical techniques, heuristic method and hybrid
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approach. In [2–5], evolutionary algorithms have been used to solve the problem.
In [2], a new technique for finding the optimal values of the fixed and switched ca-
pacitors in the distribution networks with above properties based on the real coded
genetic algorithm (RCGA) is presented. An efficient method for simultaneous allo-
cation of fixed and switchable capacitors in radial distribution systems is presented
with uncertainty and time varying loads in [3]. Ref. [4] presents an efficient method-
ology for the optimal location and sizing of fixed and switched shunt capacitors in
radial distribution systems using GA. In [5], along with Differential Evolution (DE)
Algorithm, Dimension Reducing Distribution Load Flow (DRDLF) is used to find
optimal location and size of switching capacitor.

The analytical-mathematical techniques are second approach which authors in
[6-10] these method have used. Ref. [6] describes two new approaches for the deter-
mination of the direction of switched capacitor banks as well as an efficient technique
for estimating the distance of switched capacitors from the monitoring location in
distribution systems. Ref. [7] describes two fundamental signatures of shunt capac-
itor bank switching transient phenomena from which one can accurately determine
the relative location of an energized capacitor bank whether it is upstream or down-
stream from the monitoring location. Ref. [8] deals with the analysis of transients
initiated by the switching of shunt capacitors in power networks. These transients
will propagate through the network along the transmission elements and will, ac-
cordingly, be felt at other locations far from the capacitors, such as load terminals.
Ref. [9] proposes a computationally efficient methodology for the optimal location
and sizing of static and switched shunt capacitors in radial distribution systems.
Similar work has been performed in [10].

Authors of [11–13] suggested heuristic methods to solve the problem. Heuristic
search strategies are used to determine the optimum capacitor placement and rat-
ings for distribution systems. In the heuristic approach proposed in [11]. Ref. [12]
presents a practical solution technique to the capacitor placement problem that is
easy to implement. The proposed approach uses a graph search algorithm. An effi-
cient heuristic algorithm is presented in [13] in order to solve the optimal capacitor
placement problem in radial distribution systems.

Finally, in [14–15], hybrid techniques have been employed to solve switching
capacitor placement. Ref. [14] presents a fuzzy-reasoning method to optimum shunt
capacitor placement and sizing for the radial distribution systems. Ref. [15] considers
the problem of optimally placing fixed and switched type capacitors in a radial
distribution network.

In this paper, optimal switching capacitor placement has been performed to im-
prove reliability and reduce power loss by GSO algorithm. This paper consists of
five sections. The objective function has been formulated in second section. Struc-
ture and concept of GSO algorithm has been presented in third section. Simulation
results are visible in Section 4. This work has been concluded in Section 5.
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2. Problem formulation

The proposed objective function OF consists of tree reliability indices have been
considered in the objective function. Indices of System Average Interruption Dura-
tion Index (SAIFI) and System Average Interruption Frequency Index (SAIFI) are
improvement indices from the viewpoint of costumers and Cost of Energy Not Sup-
plied (CENS) is from the viewpoint of Distribution Company. Thus OF is formulated
as

OF =

ny∑
k=1

{
SAIFIk
SAIFI0

+
SAIDIk
SAIDI0

+
CENSk
CENS0

+
Lossk
Loss0

}
(1)

where ny is system lifetime, Loss0, SAIFI0, SAIDI0, and CENS0 are the values of
indices before placement. By this technique, values of four indices are normalized.
To calculate reliability indices, SAIDI, SAIFI and CENS, analytical method based
on error modes and their effects (FMEA) is used [16].

3. Group search optimization (GSO) algorithm

The population of the GSO algorithm [17–18] is called a groupand each individual
in the population is called a member. In an n-dimensional search space, the ith
member at the kth searching bout (iteration) has a current position Xk

i ∈n, a head
angle Φk

i = Φk
i1 , . . . , Φ

k
i(n−1) ∈ R

n−1. The search direction of the ith member, which
is a unit vector Dk

i (Φ
k
i ) = (dki1, . . . , d

k
i(n−1)) ∈ R

n that can be calculated from Φk
i

via a transformation from polar to Cartesian coordinate system:

dki1 =
∏
q=1

cos
(
Φk
iq

)
, (2)

dki1 = sin
(
Φk
i(j−1)

)
·
∏
q=1

cos
(
Φk
iq

)
, (j = 2, ..., n− 1) , (3)

dki1 = sin
(
Φk
i(j−1)

)
. (4)

In GSO, a group consists of three types of members: producers and scroungers
whose behaviors are based on the PS model; and dispersed members who perform
random walk motions. For convenience of computation, we simplify the PS model by
assuming that there is only one producer at each searching bout and the remaining
members are scroungersand dispersed members. The simplest joining policy, which
assumes all scroungers will join the resource found by the producer, is used. In
optimization problems, unknown optima can be regarded as open patches randomly
distributed in a search space. Group members therefore search for the patches by
moving over the search space. It is also assumed that the producer and the scroungers
do not differ in their relevant phenotypic characteristics. Therefore, they can switch
between the two roles.
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3.1. Producer

At the k-th iteration, let the producer’s position be denoted asXk
p = (xkp1, . . . , x

k
pn.

It scans three points around it to find a better position. First, the producer scans a
point in front of it:

XF = Xk
P + r1lmaxD

k
p

(
Φk
)
. (5)

Second, it scans a point on its right-hand side:

XF = Xk
P + r1lmaxD

k
p

(
Φk + r2θmax/2

)
. (6)

Third, it scans a point on its left-hand side:

XF = Xk
P + r1lmaxD

k
p

(
Φk − r2θmax /2

)
. (7)

In (5)–(7), r1 is a random number normally distributed with mean 0 and standard
deviation 1 and r2 is a random number uniformly distributed in [0, 1]. Symbol ymax

is the max-pursuit angle, and lmax is the max-pursuit distance given by the formula

lmax = ‖U − L‖ =

√√√√ n∑
j=1

(Uj − Lj)
2
, (8)

where, Uj and Lj are the upper bound and lower bound of the search range, respec-
tively.

If the producer finds that the best position at the three points is better than its
current position, it moves to the best position and change its head angle using (9),
where αmax is the max-turning angle. Otherwise, it stays at original position. If the
producer fails to find a better point in a iterations, it scans front again using eq.
(10):

Φk+1 = Φk + r2αmax , (9)

φk+a = φk . (10)

3.2. Scrounger

In the computation, most of the members are chosen as scroungers. If the i-th
member is chosen as a scrounger at the k-th iteration, it moves toward the producer
with a random distance

Xk+1
i = Xk

i + r3 ·
(
Xk

p −Xk
i

)
, (11)

where r3 is a random sequence uniformly distribution in [0, 1].
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3.3. Ranger

The rest members in the group are rangers. If the i-th is chosen as a ranger at the
k-th iteration, it turns its head to a random angle as (9), and calculates the search
direction using Eqs. (2–3), then moves to that direction with a random distance as
follows:

li = ar1lmax . (12)

4. Solving the problem by the GSO algorithm

In Sections 2–3, concepts of optimal capacitor placement problem and GSO algo-
rithm have been presented. In this section, the problem solution by GSO algorithm
is discussed. The optimal capacitor placement problem solution by GSO algorithm,
whose flowchart is depicted in Fig. 1, has been performed in nine steps:

Fig. 1. Flowchart of the solving problem by the GSO algorithm
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Step 1. Generating initial members
Step 2. Randomly generated feasible discrete particles with position vectors
Step 3. Running load flow program
Step 4. Choosing a member as producer
Step 5. Performing the producer
Step 6. Choosing scroungers
Step 7. Performing the scroungers scrounging
Step 8. Dispersing the rest members to perform ranging
Step 9. Evaluating members

5. Simulation results

In this section, simulation has been performed on IEEE standard test system.
For this, a capacitor bank based on 14 steps has been considered (see Table 1). We
also divide the sample power system into ten load levels. The value and duration
of each load level are shown in Table 2. In this process, the number of capacitive
banks is selected according to the economic justification.

Table 1. Capacity and cost of each capacitor bank

Step Capacity Cost

1 25 57.73
2 50 81.64
3 100 115.47
4 125 129.10
5 150 141.42
6 200 163.30
7 250 182.57
8 300 200.00
9 400 230.94
10 500 258.19
11 650 294.39
12 800 326.59
13 1000 365.14
14 1200 400.00

5.1. Optimal values

Table 3 shows optimal values of capacitor placement in 34 bus IEEE distribution
system. By considering results of Table 3, improving reliability from one to four
capacitors is considerable while by installing fifth capacitor, the system parameters
can be worse destruction. This trend continues in the presence of six capacitor
banks. This indicates that the system is saturated in the presence of five banks and
the reactive power capacitor capacitance is much more. In the presence of at least
one capacitor bank, the aim of the network is reduced by more than half.
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Table 2. Load level and its duration

Step Capacity Cost

1 0.1391 0.0486
2 0.1101 0.1692
3 0.0609 0.2584
4 0.1304 0.1979
5 0.1130 0.6057
6 0.1014 0.8237
7 0.0841 0.8106
8 0.0812 0.8022
9 0.1014 0.7081
10 0.0783 0.8594

Table 3. Optimal values of capacitor placement

No. Power Loss CENS SAIDI SAIFI OF
0 221.4904 241784918 16.7245 23.9344 4.0000
1 68.8941 1173629 8.1684 11.6678 1.9488
2 62.4402 11406418 7.9234 11.3299 1.8922
3 59.1447 1140627 7.9059 11.3021 1.8888
4 63.6595 126575 7.8557 11.2410 1.8749
5 69.5618 1317411 8.7583 12.4030 2.1049
6 62.6449 1304123 9.4429 13.4716 2.2297

5.2. Optimal location and size of the installed banks

Fig. 2 shows optimal location and size of the placed capacitor banks on standard
system. In each bank, first number is the number of capacitor bank and second is
the size of capacitor bank.

Fig. 2. Single line diagram of test system
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Due to the Fig. 2, it can claimed that buses 14 and 18 are the most likely location
to install capacitor. In bus 11, in the presence of six capacitor banks, two banks
have been installed, which is a weakness for six capacitors placement. Most capacitor
bank capacity is 650 kVAr.

5.3. Steps change of the placed capacitor banks

The variation of the number of capacitive banks has been shown in Figs. 3–8. We
start with one capacitor bank and increase their number, from which we can observe
the maximum change by placing six capacitors.

Fig. 3. Placement of one capacitor

Fig. 4. Placement of two capacitors
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Fig. 5. Placement of three capacitors

Fig. 6. Placement of four capacitors

Fig. 7. Placement of five capacitors
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Fig. 8. Placement of six capacitors

6. Conclusion

In this paper, the raising reliability and reducing power loss of power distribution
network by determining optimal location and size of capacitor banks was performed
by the GSO algorithm.

By using the simulations, we can conclude that:

• The best case is placing four capacitor banks.

• The worst case is the installation of six capacitor banks on a bus.

• Most of the changes in the capacitor banks are observed at the worst output
state.

• The number of banks has a direct impact on the network.

• An increase in the number of capacitor banks, in spite of reducing the capacity
and cost associated with it, is not economically feasible.
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Numerical investigation of the effect of
nanoparticles on thermal efficiency of

phase change materials

Mohsen Irani1, 2, Faramarz Sarhaddi1, Amin
Behzadmehr1

Abstract. In this study, in order to examine the thermal properties of different materials,
the effect of different nanoparticles (Np) in phase change materials on the heat transfer rate in
the melting and freezing processes of these materials has been numerically investigated. In the
present study, carbon nanotubes and aluminum oxide as an enhancement nanoparticle as well as
paraffin and a combination of hydrated salts as a phase-change material have been used. The finite
difference method is used based on the enthalpy method for the phase change problem for numerical
solution. The simulation results indicate an increase in the heat transfer rate due to the addition of
nanoparticles to the phase change material. For both of the phase change materials considered in
the present study, the results show the higher efficiency of carbon nanotubes compared to aluminum
oxide to increase the heat transfer rate. The highest increase compared to the base state at the
speed of the processes involved the addition of carbon nanotubes to paraffin, which according to
the simulation is about 30%. The lowest increase is related to the state of aluminum oxide in the
composition of hydrated salts (about 4.5%). The results of this study can be used to determine
the heat transfer speed required for storing and releasing energy.

Key words. Energy storage, phase change material, nanoparticles, carbon nanotubes, en-
thalpy method, melting, freezing.

1. Introduction

Today, with increased demand for energy and reduction of fossil fuels, as well as
the polluting and expensiveness of these fuels, the need for renewable energies has
been felt more and more and this concerned researchers to this type of energy such as
sun, geothermal energy, wind energy, and so on. In general, renewable energies need
to be restrained, stored, and released in accordance with the need. In fact, materials
can be used to store this low-energy depending on the need and at high speeds to
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prevent the loss of energy. One of the ways to increase the storage and release speed
is to increase the thermal conductivity of materials that are stored and released in
the process of energy storage and release, and due to the high thermal conductivity
found in nanoparticles, and in particular carbon nanotubes, these materials is one
of the best options.

In 2005, Pirkandi et al. [1] examined the process of phase change in a phase-
change material in an energy storage device with two co-axial pipes. They used
enthalpy method for the melting and freezing process in their work.

In 2018, Aldalbahi et al. [2], explored a variety of energy storage technologies
based on phased-change materials and the use of nanotechnology. In 2011, Sebti
et al. [3] investigated the numerical work of the heat transfer process during freez-
ing inside two annular central cylinders by adding nanoparticles. With addition of
nanoparticles, an increase in the rate of heat transfer was observed. In their work,
they used finite volume method through enthalpy technique to find the boundaries of
solid and liquid phases. Copper oxide was also used as a nanoparticle. In 2015, Mon-
dragón et al. [4] investigated the numerical process of heat transfer in a cryogenic
energy storage system In 2014, Sharmat et al. [5] studied the process of freezing
of nano-fluid containing water and copper oxide numerically. The effect of differ-
ent volume fractions and temperature difference between two cold and hot walls
in the freezing process was investigated and it was observed that the increase of
nanoparticle volume fraction had the most effect on increasing the heat transfer.

Most studies have used copper oxide or other spherical nanoparticles. For this
reason, we decided to examine the effect of carbon nanotubes and compare them
with the results of other nanoparticles. In this study, the numerical study of the
effect of nanoparticles to phase-change material on the speed of the melting and
freezing process has been investigated, and a comparison has been made between
different nanoparticles. The purpose of this study was to investigate the effect of
nanoparticles on the efficiency of phase-change materials using enthalpy method for
phase change process.

2. Problem geometry

The geometric model of the problem, as shown in Fig. 1 consists of a layer con-
taining a phase change material with dimensions of 73×5.2,cm and two adjacent
channels in which the air flows. On the right side of the air flows from the bottom
to up, but on the left side the air is constant. In both channels, heat transfer is
provided free of charge. Open channel dimensions are 73×5 centimeters. The air
in the left side has a constant temperature, which, at the time of the freezing and
melting process, has a value of 0 and 30 ◦C, respectively. The available air on the
right side of the layer containing the phase change material at a temperature of
20 ◦C entered the canal and is affected by the heat transfer process of the free move-
ment in the channel and its temperature rises. Also, in the process of melting the
constant thermal flux , 200W/m2, from the left to the layer containing the phase
change material is applied, and in the freezing process, the constant thermal flux
-200W/m2 is applied to the layer from the left.
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Fig. 1. Geometric model of the problem

In this study, the desired fluid was air, and among the phase change material, a
combination of hydrated salts (water + calcium chloride (2CaCl) + potassium chlo-
ride (KCl) + other added substances) and paraffin as a phase change material were
selected. among the various types of paraffin, Nano-Ocodacane was used for applica-
tion and the properties are listed in the following Table 1. There were many options
to choose for a nanoparticle in phase change material, among carbon nanotubes with
regard to their unique properties we used. Aluminum oxide nanoparticles were also
used to compare the results.

Table 1. Thermophysical properties of paraffin and carbon nanotubes

Material Parameters

Density
(kg/m3)
(Solid/
Liquid)

Specific
heat ca-
pacity
(J/(kgK))
(Solid/
Liquid)

Thermal
conduc-
tivity
(W/(mK))
(Solid/
Liquid)

Phase
change tem-
perature
(◦C)

Latent heat
(kJ/kg)

Paraffin (n-
octadecane)

(770/685) (2196/1934) (0.148/0.358) 27 243

Carbon
nanotube

1350 600 K - -

Aluminum
oxide

3600 765 36 - -

Mixture of
hydrates

1070 (2207/1832) (0.58/0.82) 27 184.276

The prediction of thermophysical properties enhanced phase material in both
solid and liquid phases depend on the phase change material and the volume fraction
of the nanoparticles, is made to vary the density, specific heat capacity, and the latent
heat of the theory combination has been used. The density ρeff of enhanced phase
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material is given below:

ρeff = (1 − Φvol)ρPCM + ΦvolρNP . (1)

In this equation, Φvol represents the volume fraction of nanoparticles, ρNP is
their specific mass and ρPCM denotes the specific mass of phase-change material.
The specific heat capacity of enhanced phase material is as follows:

(ρCp)eff = (1 − Φvol) (ρCp)PCM + Φvol(ρCp)NP , (2)

where ρCp denotes the specific heat.
According to the assumptions, nanoparticles are not in latent heat, the effective

latent heat L of enhanced phase material is obtained as follows:

(ρLeff) = (1 − Φvol) (ρL)PCM . (3)

In order to predict the thermal conductivity enhanced phase material, the NANO
model has been used for solid phase in the form

Keff

Kb
=

3 + Φ(Bx +Bz)

3ΦBx
. (4)

This model was modified by considering the effective length parameter by Sang
et al. In the present work, the effective length is considered an average of one. It is
defined as follows

Keff

Kb
=

Kp,m

Kb
+ α− αΦN

[
1 − Kp,m

Kb

]
Kp,m

Kb
+ α+ αΦN

[
1 − Kp,m

Kb

] . (5)

In the above equations, K denotes the thermal conductivity, Cp denotes the
specific heat, H denotes the enthalpy, Q1 represents the input energy to the energy
storage layer, T is the temperature,

For the present study, the value 2.1×5−9 m2K/W, which has a great degree of
magnitude compared to experimental work, is considered to be thermal resistance.
Another nano-particle is aluminum oxide, which is a spherical nanoparticle. Apart
from effective thermal conductivity, other thermo-physical properties of enhanced
phase change material by this nanoparticle is the same as the staus used by carbon
nanotubes. In order to calculate the thermal conductivity of enhanced phase change
material, the following equation is used:

kn−pcm =
knp + 2kpcm − 2(kpcm − knp)Φnp

knp + 2kpcm + (kpcm − knp)Φnp
kpcm +

+ βk1ρpcmCp,pcm

√
KT

ρnpdnp
f(T, Φnp) . (6)

The first part of this equation indicates the Maxwell model, and the second
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part indicates Brownian motion, which indicates thermal dependence for effective
thermal conductivity. Also, for calculating the conductivity of carbon nanotubes,
the equation below has been used:

k = [3.7 × 10−7T + 9.7 × 10−10T 2 + 9.3

(
1 +

0.5

LCNT

)
T−2]−1 . (7)

The parameters used in equation of thermal conductivity are listed in Table 2.

Table 2. Parameters used in the equations of thermal conductivity

Parameter Value Unit

dnp,Al2O3
, dnp,CNT, Lnp,CNT 59× 10−9, 1.7× 10−9, 5× 10−6 m

C1np,Al2O3
, C2np,Al2O3

, c1 0.9830, 12.959, −3.91123× 10−3 -

c2, c3, c4 28.217× 10−3, 3.917× 10−3, −30.699× 10−3 -

S1np,Al2O3
, S2np,Al2O3

8.4407, -1.07304 -

Tref 298.15 k

K 1.381× 10−23 J/K

k1 5× 104 -

3. Results and discussion

A numerical simulation was performed for the conditions mentioned in the pre-
vious sections for storing and releasing energy. In the next step, the effect of adding
different nanoparticles to phase change materials will be studied and compared at
the speed of melting and freezing processes. The speed of melting and freezing
processes for aluminum oxide nanoparticles and carbon nanotubes—enhanced phase
change material (paraffin) with a volume fraction of 5% has been investigated. The
calculation of the melting and freezing process for paraffin and various nanoparticles
is shown in Figs. 2 and 3.

Increasing the heat transfer rate due to the addition of nanoparticles due to
the high thermal conductivity and thus the acceleration of the melting and freezing
processes is predictable, which can be seen in Figs. 3 and 4. It should be noted, that
the process of melting of aluminum oxide nanoparticles and carbon nanotubes—
enhanced phase change material (paraffin) experienced an increase of 30% and 16%
at execution. The values for the freezing process of this material are 14.5% and
5.5%. By doing the same for the other phase change material (a combination of
hydrated salts), the results were similar to those given for paraffin. These results
are shown in Figs 5 and 6, which are related to the melting and freezing processes.

In this study, for drawing the diagram of the duration of the melting and freezing
processes, the time for these processes to be considered for the longest time, and
the rest of the time is proportional to it. In Fig. 6, in order to sum up the con-
tents, the rate of melting and freezing processes for all the materials is presented for
comparison.
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Fig. 2. Melting process of aluminum oxide nanoparticles and carbon
nanotubes—enhanced phase change material (paraffin)

Fig. 3. Freezing process of aluminum oxide nanoparticles and carbon
nanotubes—enhanced phase change material (paraffin)

As shown in Fig.. 6, the greatest increase in the speed of the processes is related
to the state of the carbon nanotubes added to paraffin. There are two main reasons
for this. The first reason is that the thermal conductivity of paraffin as a base
phase material is very low about 0.15W/mK. The second reason is the high thermal
conductivity of nanotube carbon fiber, about 3000W/mK. Also, according to the
results, the least increase in the speed of the processes in relation to the base state
is the one used to combine aluminum oxide with hydrated salts.

4. Conclusion

In the present study, a numerical study was carried out to estimate the effect of
increasing the thermal conductivity through the addition of carbon nanotubes and



NUMERICAL INVESTIGATION OF THE EFFECT 631

Fig. 4. Melting process of aluminum oxide nanoparticles and carbon
nanotubes—enhanced phase change material (hydrate salts composition)

Fig. 5. Freezing process of aluminum oxide nanoparticles and carbon
nanotubes—enhanced phase change material (hydrate salts composition)

aluminum oxide to various phase change materials on the thermal efficiency of the
resulting material. Based on the present study, it can be noted that the thermal
performance of the phase change material is enhanced by the addition of aluminum
oxide nanoparticles and carbon nanotubes to these materials and, in fact, the heat
transfer rate is controllable. For both nano particles, the thermal efficiency of the
phase change material is better than the base state, but the use of carbon nanotubes
results in better results than aluminum oxide. Generally, the use of nanoparticles
increases the speed of melting and freezing processes. Of course, it is unlikely that
the use of nanoparticles is now economically justifiable for energy storage processes
that have so far been low.
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Fig. 6. Effect of adding nanoparticles too phase change materials on increasing the
speed of melting and freezing processes thab base- phase change materials
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A method of reducing the interference
of signals in MIMO technology

Ramin Sayadi1, 3, Sajad Nosratian2, Anita
Hatamian2

Abstract. To increase the operating power of a radio Link, multiple antenna are placed in
both transceiver parts. This system is called multiple Input multiple output or MIMO. The point
of signals interference is one of the important challenges in use of MIMO technology which in this
article, was addressing to solve the problem of interference of these signals in MIMO tech through
Beam forming clear and Decoding place in transceiver (sender & receiver) and eventually compare
the results of both methods. The results of research showed that the mentioned decoding method
leads to very much reduction in signal interference in MIMO tech. In addition to applying of this
method with incorporation of more band width, obviate most of these interference problems some-
what. In this article, the method of beam forming clear Leads to decrease of signals interference
in amount of 48%. The method of decoding place in transceiver leads to Decrease of signals inter-
ference in amount of 63% and the combined method of increase and decoding place in transceiver
leads to decrease of signals interference in amount of 67%.

Key words. MIMO tech, interference, receiver, decoding place method.

1. Introduction

The phenomenon of signals interference is one of the major problems in wireless
communications network. So it create several technology for decrease the effects
of signals interference in these networks. The phenomenon of signals interference
has negative effect on MIMO tech function and in some cases Lead to cancelling
the sending information from transmitter to receiver. So several methods have de-
signed and introduced for decrease interference of these signals including: Beam
forming and decoding place in transceiver. Actually the beam forming is a radio
signal transferring method. The function of beam forming in decreasing the signals
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interference in MIMO tech is like this, actually you control the output specifications
of every antenna in during data transmission. The decoding place method is like
this, areas that in them, the signals interference in MIMO tech, have most density,
are identified [1]. To ensure the prevention from interference signals in MIMO tech,
between the sender & receiver, Electronic equipment should be on both end of a
physical medium, & this equipment need to a circuit to measure the time of sending
and receiving the signals to prevent of interference of them, through time tuning
[2]. Some of the flows of Beam forming clear method are SD waves deviation to up
and down, late arrival of waves to receiver and being complicated process for simple
receiver and some of flaws of linear coding methods are need to be carefully and
sync of transmitter with receiver and Dispersion of waves in different directions that
some of them are unwanted [3].

To describe the method that is used for prevention of signals interference, a series
of signals are coded that is called linear coding [4]. We use the term of compression
to Hint the method that decreases number of necessary signals in every second for
prevention of signals interference in MIMO tech in appropriate level. In this case,
two kinds of compression is introduced: With deleting signals some of signals are
last during compression a without deleting signals–all signals remain in compressed
version [5–7]. Compression without signals deletion keeps primitive data without
any change [8].

In this article, a method based on combined of two above methods is presented,
to decrease signals interference in MIMO tech. in the first part (introduction)
an overview about signals interference in MIMO tech and selected methods sep-
arately, research theoretical, applying of Linear coding, Manchester coding, Dif-
ferential Manchester coding, compression and coding methods for decrease signals
interference in MIMO tech has described, while the kinds of beam forming methods
& phenomenon of “variety” is describe too. The second’s part (suggested method)
is about the description and explanation of the suggested method in this article. At
third & fourth part, respectively, the suggested and combined methods are imple-
mented, and at the last part, the results are raised.

2. Suggested method

In this article the decoding place method in transmitter and receiver compared
with clear beam forming, to decrease the signals interference in MIMO tech is eval-
uated and then, it has combined with network bandwidth method. In use of beam
forming method, at first several transmitter and receiver are considered in the same
technology and the signals are send from transmitter to receivers through MIMO
tech. the number of areas that signal interference happen in them and percent of
their interference is reviewed. Then the same test with same signals through beam
forming is repeated and again the number of areas that signals interference hap-
pen in them and percent of these interference is computed. Every interference area
was assigned a code based of interference area space with transmitter and receiver.
With encoding the mentioned areas, the amount of interference of these signals is
decreased. The results of both methods are compared and in the following to recov-
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ery the given results, the method that has most decrease in signals interference, is
combined with network bandwidth method.

The objective function is

F = Ax+Bt+ Cy , (1)

where x is the percent of signals interference, t is the time of interference (seconds)
and y is the place of interference (space from the transmitter to meter). F is also the
measure of created interference in signals in MIMO tech. A, B and C are constants
that are obtained through try and error tests and, therefore, in some of references,
including [7], these amounts are equal more amounts of x, t and y. The effective
parameter of designing are listed in Table 1.

Table 1. Effective parameters on designing

Parameter Row

Time (t) 1

Percent of interference (x) 2

Place of interference (y) 3

Number of transmitter 4
Number of receiver 5
Kind of modulation 6

3. Results

3.1. Implementation of beam forming and place decoding
method in transceiver to decrease the signals interfer-
ence in MIMO tech

Implementation of beam forming method at first seven transmitters and receivers
(overall 14 transceivers) is applied in mobile tech and signals through MIMO tech
from transmitter to receiver, with discrete shifts modulation in frequency (FKS) are
sended. To each area of signal interference is assigned a name. The number of areas
and the time of the signal interference that happen there, is presented in Table 2.

According to the Table 2 the interference has created in 5 areas that most of these
interferences in maximum a day after sending signal from transmitter to receiver,
for the first time has created and the peak of them is about 8 to 9 am, 5 to 7 pm and
10 to 12 in the night. The intensity of each one of these interference has computed
and presented in Table 3.

According to the Table 3, the areas that the amount of interference in them is
more than 50%, are critical areas and they negatively effects on used MIMO tech
function and surely it should take actions to remove or decrease these interferences.
To decrease these interferences, the clear beam forming method is applied. In this
case, the communication between the transmitter and receiver get stronger and the
interferences are decreased. In this case also, the number of areas and the time that
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signals interference happen in them are defined and the result of them has presented
in Table 4.

Table 2. Number of areas and the time of signals interference in MIMO tech before applying of
clear beam

The time of
interference
in a day

The time of interference Name of sig-
nal interfer-
ence area

Between 8
to 9 am

4 hours after sending signal from transmitter A1

Between 5
to 7 pm

6 hours after sending signal from transmitter A2

Between 5
to 7 pm

A day after sending signal from transmitter A3

Between 10
to 12pm

A day after sending signal from transmitter A4

Between 10
to 12pm

A day after sending signal from transmitter A

Table 3. Name and percent of each one of interferences in MIMO tech before of applying the clear
forming

The percent of created interference The name of signal interference

32% A1

57% A2

61% A3

60% A4

85% A5

Table 4. The number of areas and the time of signal interference in MIMO tech after applying the
clear beam

The time of interfer-
ence in day

Time of interference The name of signal in-
terference

Between 5 to 7 pm 6 hours after sending the signal
from transmitter

A2

Between 5 to 7 pm One day after sending the sig-
nal from transmitter

A3

Between 10 to 12 night One day after sending the sig-
nal from transmitter

A4

Between 10 to 12 night One day after sending the sig-
nal from transmitter

A5
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According to the Table 4, with applying the clear beam forming method, the
number of interference areas decreased from five areas to four areas. These interfer-
ence in maximum a day after sending signals from transmitter to receiver, for the
first time has been created and the peak of them is at 5 to 7 pm and 10 to 12 night
and the signals interference removed at 8 to 9 am. The percent (intensity) of each
one of these interferences, computed again and it has presented in Table 5.

Table 6. Name and percent of each one of created interferences in MIMO tech after applying the
clear beam forming

The percent of created interference The name of signal interference

39% A2

45% A3

40% A4

49% A5

According to Table 5, with applying the clear beam forming method, the in-
tensity of all the signals interference in MIMO tech, decreased under 50% and all
the interference areas became UN critical. The used MIMO tech function recovered
and with applying the clear beam forming, overall 65% of signals interference de-
creased. Implementing the place decoding method is also in this case, transceiver
Like the clear beam forming method, apply seven transmitter and receiver (overall
14 transceiver) in mobile tech, and signal through MIMO tech from transmitter to
receivers, with discrete shifts modulation in frequency (FKS), are send. Each area
of signals interference are assigned a name. the number of areas and the time that
signals interference happens in them, has presented in table (2) that according to
this table, the signals interference has created in 5 areas which these interferences in
maximum a day after sending the signals from transmitter to receiver, for the first
time has created and peak of them is at 8 to 9 am, 5 to 7 pm and 10 to 12 night the
percent (intensity) of each one of these interferences computed and it presented in
table (3). In this case also the number of areas and the time that signals interference
happen in them, are defined and the result of them has presented in following Table
6.

Table 6. The number of areas and the time of signals interference in MIMO tech after applying
place decoding in transceiver

The time of interfer-
ence in day

Time of interference The name of signal in-
terference

Between 5 to 7 pm a day after sending the signal
from transmitter

A3: 38%

Between 10 to 12 night a day after sending the signal
from transmitter

A4: 25%

Between 10 to 12 night a day after sending the signal
from transmitter

A5: 22%
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According to Table 6, with applying the place decoding method in transceiver,
the number of interference areas decrease from 5 areas to 3 areas. These interferences
in maximum a day after sending the signals from transmitter to receiver , for the
first time has created and the peak of them is at 5 to 7 pm and 10 to 12 night and
the signal interference at 8 to 9 am removed. The percent (intensity) of each one of
these interferences, computed again and in has presented.

3.2. Implementation of suggested method of the two selected
methods to decrease the signals interference in MIMO
tech

The place decoding method in transceiver has more positive after on these inter-
ferences, in comparison to clear beam forming method .therefore, we combine this
method with bandwidth and the result has presented in Fig. 1.

Fig. 1. Decreasing the signal interference in MIMO tech with combining the more
band width method and place decoding in transceiver

According to Fig. 1, in combination the increasing band width method and place
encoding method in transceiver, with increasing the band width, the signals interfer-
ence in MIMO tech decreases and it can be said that this problem almost dis a pears
because of that by increasing band width, the signals have more space for sending
and receiving and so they have less conflict with each other. In the following the
function of all three methods, the clear beam forming, place encoding in transceiver
and the combination of more band width and place encoding in transceiver to de-
crease the signals interference in MIMO tech compares with each other. According
to Fig. 2 all three methods of clear beam forming , place encoding in transceiver and
the combination of more bandwidth and place encoding in transceiver, to decrease
the signals interference in MIMO tech are effective methods. But among the three
studied methods in this article, the clear beam forming method lead to decreasing
the signals interference from 85% to 37%, the place encoding method in transceiver
lead to decreasing the signals interference from 85% to 18%. So the mentioned com-
bined method is the best method for decreasing the signals interference in MIMO
tech.
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Fig. 2. The comparison of function of all three methods of beam forming, in
MIMO tech

4. Conclusion

MIMO is a wave (Antenna) propagation tech for wireless telecommunication
systems. MIMO tech by dramatic increase of data through put and distance of
beneficial effect, it also needless to additional band width OD transmitter power,
has a special place in wireless telecommunications. One of the basic problems in
decreasing of MIMO tech function, is the signals interference that in this article,
three scenario of clear beam forming, place encoding in transceiver and the com-
bined method of more band width and place decoding in transceiver for decreasing
the signals interference are suggested. All three methods of clear beam forming,
place encoding in transceiver and the combines method of more band width and
place encoding in transceiver for decreasing the signals interference in MIMO tech
are the effective methods. But among three studied methods in this article, the
clear beam forming method lead to decreasing the signals interference in amount of
48%, the place encoding method in transceiver leas to decreasing the signals inter-
ference in amount of 63% and the combined method of more bandwidth and place
encoding in transceiver lead to decreasing the signals interference in amount of 67%.
So the mentioned combined method is the best method for decreasing the signals
interference in MIMO tech. We can use clear beam forming method for decreasing
the interference in available MIMO tech in small networks, that have less signal
interference, combined method, can be used to solve the seven signal interference in
MIMO tech. It is worth mentioning that increasing bandwidth in combined method
has also flaws that as a challenge it can be checked in further studies.
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